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A Real-Coded Genetic Algorithm with System Reduction and Restoration
for Rapid and Reliable Power Flow Solution of Power Systems

Asst. Prof. Dr. Hassan Abdullah Kubba Alaa Suheib Rodhan
Department of Electrical Engineering M.Sc. Electrical Engineering
College of Engineering/ University of Baghdad College of Engineering/ University of Baghdad
E-mail: hassankubba@yahoo.com E-mail: alaa.rodhan@gmail.com
ABSTRACT

The paper presents a highly accurate power flow solution, reducing the possibility of ending at local
minima, by using Real-Coded Genetic Algorithm (RCGA) with system reduction and restoration. The
proposed method (RCGA) is modified to reduce the total computing time by reducing the system in size to
that of the generator buses, which, for any realistic system, will be smaller in number, and the load buses are
eliminated. Then solving the power flow problem for the generator buses only by real-coded GA to calculate
the voltage phase angles, whereas the voltage magnitudes are specified resulted in reduced computation time
for the solution. Then the system is restored by calculating the voltages of the load buses in terms of the
calculated voltages of the generator buses, after a derivation of equations for calculating the voltages of the
load busbars. The proposed method was demonstrated on 14-bus IEEE test systems and the practical system
362-busbar IRAQI NATIONAL GRID (ING). The proposed method has reliable convergence, a highly
accurate solution and less computing time for on-line applications. The method can conveniently be applied
for on-line analysis and planning studies of large power systems.

Keywords: load flow analysis, load modeling, power system modeling, real coded genetic algorithms,
simulation, voltage measurement
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1. INTRODUCTION

The power flow problem, which is to determine the power system static states (voltage magnitudes
and voltage phase angles) at each busbar to find the steady state operating condition of a system, is
very important and the most frequently carried out study by electrical power utilities for power system
on-line operation, planning and control. The mathematical formulation of the electrical power flow
problem results in a set of non-linear algebraic equations. The optimization numerical methods such as
Newton-Raphson method or the artificial intelligence methods such as Genetic Algorithm (GA) are
applied to solve the power flow problem. The power flow problem has multiple solutions, Kubba,
1991.The numerical methods and some of the artificial intelligence methods suffer from the local
minima problem. Also there are many criteria which should be taken into consideration such as the
speed of solution, storage requirement and the degree of solution accuracy. With increasing computer
speeds, researchers are increasingly applying artificial and computational intelligence techniques,
especially in power system problems. These methods offer several advantages over traditional
numerical methods. Among these techniques is that of genetic algorithm. Genetic algorithms (GAs)
are efficient stochastic search techniques that emulate natural phenomena. They have been used
successfully to solve a wide range of optimization problems. Because of existence of local minima,
these algorithms offer promise in solving large-scale problems. A genetic algorithm mimics Darwin’s
evolution process by implementing "survival of the fittest” strategy. Genetic algorithm solves linear
and nonlinear problems by exploring all regions of the search space and exponentially exploiting
promising areas through selection, crossover, and mutation operations. They have been proven to be
an effective and flexible optimization tool that can find optimal or near-optimal solutions, Wong, et
al., 1999. In this study, an improved genetic algorithm solution of the load flow problem is presented
in order to minimize the total active and reactive power mismatches of the given systems, a real-coded
genetic algorithm has been implemented. The proposed method has been demonstrated on a typical
test system, and was used to solve the Iraqi National Grid load flow problem.

2. THE REAL-CODED (CONTINUOUS) GENETIC ALGORITHM (RCGA)

The binary genetic algorithm is conceived to solve many optimization problems that stump
traditional techniques. But, the attempting to solve a problem where the values of the variables are
continuous and want to define them to the full machine precision. In such a problem, each variable
requires many bits to represent it. If the number of variables is large, the size of the chromosome is
also large. In principle, any conceivable representation could be used for encoding the variables. When
the variables are naturally quantized, the binary genetic algorithm fits nicely. However, when the
variables are continuous, it is more logical to represent them by floating-point numbers, i.e., real
number. In addition, since the binary genetic algorithm has its precision limited by the binary
representation of variables, using floating-point numbers instead easily allows representation to the
machine precision. This continuous genetic algorithm also has the advantage of requiring less storage
than the binary genetic algorithm because a single floating-point number represents the variable
instead of Npjs integers. The continuous genetic algorithm is inherently faster than the binary genetic
algorithm, because the chromosomes do not have to be decoded prior to the evaluation of the cost
function (objective function), Ippolito, et al., 2006. Since the continuous GA is implemented using
floating point numbers, i.e., real numbers we have called this as Real-Coded GA (RCGA).

3. MATHEMATICAL DESCRIPTION AND COMPONENTS OF A CONTINUOUS GENETIC

ALGORITHM (RCGA)

The real-coded genetic algorithm is very similar to the binary genetic algorithm, but the primary
difference is the fact that variables are no longer represented by bits of zeros and ones, but instead by
floating-point real numbers over whatever range is deemed appropriate. However, this simple fact
adds some nuances to the application technique that must be carefully considered. In particular, we
will present the RCGA operators, which are used in this research.

2
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3.1 The Variables and Cost Function

A cost function generates an output from a set of input variables (a chromosome). The cost function
may be a mathematical function, or from experiment. The objective is to modify the output in some
desirable fashion by finding the appropriate values for the input variables. The goal is to solve some
optimization problem where we search for an optimum (minimum) solution in terms of the variables
of the problem. The term fitness is extensively used to designate the output of the objective function in
the genetic algorithm literature. Fitness implies a maximization problem. Fitness has a closer
association with biology than the term cost, and thus we have adopted the term cost, since most of the
optimization literature deals with minimization, hence cost. They are equivalent. If the chromosome
has Ny, variables (a 2N-dimensional optimization problem) given by (b, ba,...... , bnvar) Where N is
the number of buses, then the chromosome is written as an array with (1xN,,r) elements so that:

chromosome = [by, by, bs, ......... , bavar] (@)

In power flow problem, the chromosome is written in terms of the voltages magnitudes and voltages
phase angles variables of all the buses as follows:

chromosome = [V1, Vy,...., VN, 64, 65, .....,0M] (1.1)

In this case, the variable values are represented as floating-point numbers. Each chromosome has a
cost found by evaluating the cost function (f) at the variables (V1, Va,....,VN, 01,02,.....,0n).

cost = f(chromosome)= f(b1,b,, ..., bnvar) (@)

Equations (1) and (2) along with applicable constraints constitute the problem to be solved. Our
primary problem in this research is the continuous functions introduced below. The two cost functions
are:

N
AP =P -V, > Vi (Gik cosOik + Bix sinbi) ®)
k=1

Where P; is the specified active power at bus i, eqn.3 is for "PV"” (generator buses), and "PQ" (load
buses),

N
A0; :QiSp - Vi > Vk (Gik sinBi — Bik COS@ik) (4)
k=1

Where Q; is the specified reactive power at bus i, eqn.4 is for PQ buses only, Where 0y = 6; — 6
and,(AP;) is the mismatch active power at bus (i) and (AQ;) is the mismatch reactive power at bus (i).
(Vi, Vi, 6i, 0)  are the voltage magnitude and angle at buses (i) and (k) respectively, which are the
variables of the two cost functions and (N) is the number of buses, ,Kubba, 2008.

3.2 Variable Encoding, Precision, and Bounds

Here, the difference between binary and continuous genetic algorithms is shown. It is no longer
needed to consider how many bits are necessary to represent accurately a value. Instead, (V) and (0)
have continuous values that are limited between appropriate bounds which are in our problem,

3
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0.9<V <1l1land-20 <6< 20. Since the genetic algorithm is a search technique, it must be limited to
exploring a reasonable region of variable space. Sometimes, this is done by imposing a constraint on
the problem. If one does not know the initial search region, there must be enough diversity in the
initial population to explore a reasonably sized variable space before focusing on the most promising
regions.

3.3 Initial Population

The genetic algorithm starts with a group of chromosomes known as the population. A matrix
represents the population with each row in the matrix being a (1xN,,) array (chromosome) of
continuous values. Given an initial population of Nj,q chromosomes, the full matrix of (NingXNvar)
random values is generated. All variables are normalized to have values between 0 and 1, the range of
a uniform random number generator. The values of a variable are “unnormalized” in the cost function.
If the range of values is between by, and by, then the unnormalized values are given by:

b:(bhi_blo)bnorm"'blo (5)

where, by is highest number in the variable range, by, is lowest number in the variable range, and
brorm 1S NOrmalized value of variable. This society of chromosomes is not a democracy; the individual
chromosomes are not all created equal. Each one's worth is assessed by the cost function. So at this
point, the chromosomes are passed to the cost function for evaluation. In this research, we had used a
population size (initial population) of 20 individuals (chromosomes) for 14-bus IEEE system power
flow solution and 500 individuals for 362-bus Iragi National Grid (ING) power flow solution which
depends on the number of variables for each system. These population sizes are kept constant
throughout the whole solution process.

3.4 Natural Selection

Survival of the fittest translates into discarding the chromosomes with the higher costs. First, the Ning
costs and associated chromosomes are ranked from lowest cost to highest cost. Then, only the best are
selected to continue, while the rest are deleted. The selection rate, Xae, IS the fraction of Nij,q that
survives for the next step of mating. The number of chromosomes that are kept each generation is:

Nkeep:Xrate-Nind (6)

Natural selection occurs each generation or iteration of the algorithm. Of the Nj,q chromosomes, only
the top Nkeep Survive for mating, and the bottom (Ning — Nkeep) are discarded to make room for the new
offspring. Deciding how many chromosomes to keep is somewhat arbitrary. Letting only a few
chromosomes survive to the next generation limits the available genes in the offspring. Keeping too
many chromosomes allows bad performers a chance to contribute their traits to the next generation.
We use 50% (X4e=0.5) in the natural selection process. Another approach to natural selection is called
thresholding (Truncation Selection) is used in this research. In this approach, all chromosomes that
have a cost function lower than some truncation threshold survive. The threshold must allow some
chromosomes to continue in order to have parents to produce offspring. Otherwise, a whole new
population must be generated to find some chromosomes that pass the test. At first, only a few
chromosomes may survive. In later generations, however, most of the chromosomes will survive
unless the threshold is changed. An attractive feature of this technique is that the population does not
have to be sorted.
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3.5 Selection

In this process, two chromosomes are selected from the mating pool of Niep Chromosomes to
produce two new offspring. Pairing takes place in the mating population until (Ning — Nieep) 0ffspring
are born to replace the discarded chromosomes. Pairing chromosomes in a genetic algorithm can be as
interesting and varied as pairing in an animal species. Two types of selection are used in this research,
which are:

3.5.1. Rank-weighted roulette wheel: This approach uses a uniform random number generator to select
chromosomes. The row numbers of the parents are found using:

ma = ceil (Nkeep * rand(l, Nieep/2))
pa = ceil (Nkeep * rand(l, Nieep/2)),

Where ceil rounds the value to the next highest integer and rand generates arrays of random numbers
whose elements are uniformly distributed in the interval (0, 1). This approach is problem independent
and finds the probability from the rank of the chromosome. Rank weighting is slightly more difficult
to program than the other selection types. Small populations have a high probability of selecting the
same chromosome. The probabilities only have to be calculated once. We tend to use rank weighting
because the probabilities do not change each generation. This approach of selection had been used in
14-bus IEEE-system.

3.5.2. Tournament selection: Another approach that closely mimics mating competition in nature is to
randomly pick a small subset of chromosomes (two or three) from the mating pool, and the
chromosome with the lowest cost in this subset becomes a parent. The typical value accepted by many
applications is k =2 (so-called tournament size). The tournament repeats for every parent needed.
Thresholding and tournament selection make a nice pair, because the population never needs to be
sorted. Tournament selection works best for large population sizes because sorting becomes time-
consuming for large populations. Each of the parent selection schemes results in a different set of
parents. As such, the composition of the next generation is different for each selection scheme. Rank-
weighted Roulette-wheel and tournament selection are standard for most genetic algorithms. It is very
difficult to give advice on which selection scheme works best. In our problem, we follow the roulette-
wheel and tournament parent selection procedures for 14-bus IEEE-system and 362-bus ING
respectively, Younes and Rahli, 2006.

3.6 Crossover (Recombination)

As for the binary algorithm, two parents are chosen, and the offspring are some combination of these
parents. Many different approaches have been tried for crossing over in continuous genetic algorithm.
The simplest methods choose one or more points in the chromosome to mark as the crossover points.
Then the variables between these points are merely swapped between the two parents. For example,
consider the two parents to be:

pal’ent 1: [bmj_, bm2, bm3, bm4, bm5, me, cee seey mevar]
parent 2 = [bg1, baz2, b3, Daa, Das, Das, ... ..., anvarl

Crossover points are randomly selected (at points (3, 4)), and then the variables in between are
exchanged:

OffSpr!ng 1 = [bma, bm2, bz, Daa, Bms, bme, ... ..., bmnvar]
offspring 2 = [ba1, ba2, Bmz, Bma, bas, bas, .. ..., banvar]

5



Number 5 Volume 21 May 2015 Journal of Engineering

The extreme case is selecting Ny, points and randomly choosing which of the two parents will
contribute its variable at each position. Thus, one goes down the line of the chromosomes and, at each
variable, randomly chooses whether or not to swap information between the two parents. This method
is called uniform crossover:

OffSpr!ng 1= [bml, Da2, Bm3, Bma, Das, B, ... ..., bdear]
offspring 2 = [ba1, bma, bz, Dda, Bms, bas, .. ... , brnvar]

The problem with these point crossover methods is that no new information is introduced; each
continuous value that was randomly initiated in the initial population is propagated to the next
generation, only in different combinations. Although this strategy works fine for binary
representations, there is now a continuum of values, and in this continuum we are merely
interchanging two data points. These approaches totally rely on mutation to introduce new genetic
material. The blending methods remedy this problem by finding ways to combine variable values from
the two parents into new variable values in the offspring. A single offspring variable value bne, comes
from a combination of the two corresponding parent’s variable values:

bnewzﬁbmn"'(l_ﬁ)bdn (7)

Where, B is a random number on the interval [0,1], bm, = n™ variable in the mother chromosome,
ban = " variable in the father chromosome.

The same variable of the second offspring is merely the complement of the first (i.e. replacing by 1
— B). If p = 1, then by, propagates in it's entirely and bq, dies. In contrast, if f = 0, then by, propagates
in it's entirely and by, dies. When = 0.5, the result is an average of the variables of the two parents.
This method has been demonstrated to work well on several interesting problems. Choosing which
variables to blend is the next issue. Sometimes, this linear combination process is done for all
variables to the right or to the left of some crossover point, Woon, 2004. Any number of points can be
chosen to blend, up to Ny, values where all variables are linear combinations of those of the two
parents. The variables can be blended by using the same  for each variable or by choosing different
B's for each variable. These blending methods effectively combine the information from the two
parents and choose values of the variables between the values bracketed by the parents; however, they
do not allow introduction of values beyond the extremes already represented in the population. Of
course, the factor (0.5) is not the only one that can be used in such a method. Heuristic crossover is a
variation where some random number f is chosen on the interval [0, 1] and the variables of the
offspring are defined by:

Brew = ﬁ(bmn'bdn)"'bdn (8)

Variations on this theme include choosing any number of variables to modify and generating different
B for each variable. This method also allows generation of offspring outside of the values of the two
parent variables. Sometimes, values are generated outside of the allowed range. If this happens, the
offspring is discarded and the algorithm tries another 3. In our problem, we want to find a way to
closely mimic the advantages of the binary genetic algorithm scheme. It begins by randomly selecting
a variable c in the first pair of parents to be the crossover point, Yin, 1993.

c= round up {random*Nya} 9)
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Where, (round up) is rounding mode that rounds to the nearest allowable quantized value.
We’ll let: parent 1 = [bpa, bmo, ...... , Dmey, oennnn s mevar] parent 2 = [bdl, baz, ...... , bacy +.nnnn R bdear],
Where (m) and (d) subscripts discriminate between the mom and dad parent. Then, the selected
variables are combined to form new variables that will appear in the children:

Pnewt = Bme — B (bmec — bdc)
Pnewz = Dgc + ﬁ (b — bdc)

Where, [ is also a random value between 0 and 1. The final step is to complete the crossover with the
rest of the chromosome as in binary genetic algorithm:

OffSpr!ng l = [bml, bmz, cesveey bnewl, ceseeey bdear]
OffSprlng 2 = [bd]_, bdz, ...... ) bnewz, ...... ) mevar]

If the first variable of the chromosomes is selected, then only the variables to the right of the selected
variable are swapped. If the last variable of the chromosomes is selected, then only the variables to the
left of the selected variable are swapped. This method does not allow offspring variables outside the
bounds set by the parent unless > 1, Younes and Rahli, 2006 and Jain, and Martinl, 1998.

3.7 Mutation

Random mutations alter a certain percentage of the genes in the list of chromosomes. If care is not
taken, the genetic algorithm can converge too quickly into one region of the cost surface. If this area is
in the region of the global minimum, that is good. However, some functions, such as the one we are
modeling, have many local minima. If nothing is done to solve this tendency to converge quickly, it
may end up in a local rather than a global minimum. To avoid this problem of overly fast convergence
(premature convergence), the routine is forced to explore other areas of the cost surface by randomly
introducing changes, or mutations, in some of the variables. Mutation points are randomly selected
from the (NingXNyar), total number of genes in the population matrix.

Increasing the number of mutations increases the algorithm's freedom to search outside the current
region of variable space. It also tends to distract the algorithm from converging on a popular solution.
With the process of the crossover and mutation taking place, there is a high chance that the optimum
solution could be lost as there is no guarantee that these operators will preserve the fittest string. To
counteract this, elitist models are often used. In an elitist model, the best individual in the population is
saved before any of these operations take place. After the new population is formed and evaluated, it is
examined to see if this best structure has been preserved. If not, the saved copy is reinserted back into
the population. The genetic algorithm then continues on as normal, ,Ibrahim, 2005 and ,Vasconcelos,
et al., 2002.

4. PROPOSED TECHNIQUE

In the proposed method the load busbars are eliminated, retaining only generator busbars for the
iterative process. The system equations in terms of generator busbars and load busbars can be written
as:

I Y, Y [V
-0 v b @
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If the voltage of the K™ load busbar is initially assumed to be Vx=10lo° . Then the current in the
busbar to the load is:

Prk—jo
Ik :TRLR (11)

From the second row of Eq.(10), we have

V, = Y3 Yo Vg + Yo' I (12)
Substituting Eqg. (12) in the first row of Eq. (10), we get

Io =Y Vg + Y (Y Y Ve + YU 1) (13)
The above equation is written as

Ie = Ye6 Vo + Yerl,, (14)

Where: Yy = Yy — Y, Y5l Yoy and Y, = Yi,Y550 (15)
From Eq.(14) , the i generator busbar is:

L= Y Vi + q;, fori=12,.....m. (16)
Where a;is the i element of the column vector A given by

A=Y I (17)
The complex power at the busbar is

Si=Vili= V] ZizaYue Vi + Vi
for i=1,2,...... ,m. (18)

The real power injection at the busbar is

P;=ReS; =Yy e (exGix — fiBix) + Xke1fi (exBi + feGix) + L;
for i=1,2,....,m. (19)

Where Li = €iC; + fldl (20)

(L;) can be considered as an equivalent local load at generator busbar i due to elimination of the load
busbars , Mithulananthan, et al., 2004.

5. COMPUTER ALGORITHM OF THE PROPOSED METHOD
The computer algorithm for the proposed method is as follows:
1. Read the lines data and form the nodal admittance matrix.

2. Read the busbars data, such as the specified active power, voltage magnitude of the generator buses,
specified active and reactive power of the load buses, slack bus voltage, and initial estimate of the
voltage of the load buses, assuming (1.0 p.u., 0.1 MW/MVAr)

8
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3. Eliminate the load busbars and reduce the network to the size of that of the generators busbars.

4. Compute (Ip) using Eq. (11) for all load buses, form the column vector (A) given by Eq. (17), then
form (L;) assuming (e;) equal to the specified values, and (f;) initially is zero.

5. Execute the Real-Coded Genetic Algorithm on the generator buses only to find the most recent
value of the voltages, implementing all the GA operators such as Selection with Rank-Weighting
Roulette Wheel, Tournament selection with truncation threshold, Single-point Crossover with
blending method, and Mutation (rate of Mutation=0.2), we use initial population of 20 chromosomes
for 14-bus IEEE system and 500 chromosomes for Iragi National Grid (ING) system. At each
generation (iteration) of the GA, we calculate the most recent values of (V) from Eq. (12), (I.) from
Eq. (11) and (L;), then calculate (P;) from Eqg. (19).

6. Convergence Test: The mismatch active powers for the generator buses (cost function) are
calculated at each GA generation (iteration) according to the following equation:

AP, = PP — pPf for i=12,...m. 21
i L

When the mismatch active powers (cost function) for all generator buses except the slack bus are less
than a small tolerance value (usually 0.001), 0.1MW/MVAR then the solution has converged.

7. Restore the system and calculate the load busbars voltages using Eq. (12).
8. Print results and end.

6. IMPLEMENTATIONS AND RESULTS

Two test systems were used to demonstrate the performance of the proposed method, namely:
1. 14 busbars IEEE International test system, the lines and buses data are present in, Kubba, 1991.
The "14- bus” test system consists of: 1 slack bus, 4 generator buses (PV) and 9 load buses(PQ).
2. The Iragi National Grid (ING) which consists 362 busbars, 1 slack bus, 29 generator buses (PV) and
332 load buses (PQ) , Al-Bakri, 1994,

The load flow solution using real-coded genetic algorithm programs with and without the method of
Reduction and Restoration have been developed by the use of MATLAB version 7, and tested with a
Pentium 4, 3GHz (Cache 2M) PC with 2GB RAM. Table 1, illustrates the power flow solution for a
14-bus IEEE test system using conventional RCGA with two objective functions, which are the
mismatch active and reactive powers at each bus according to its constraints except the slack bus. The
sum of weighted cost multi-objective functions is used. The most straightforward approach to multi-
objective optimization is to weight each function and add them together, Abido, 2003.

h
cost =y wif; (22)
i=1

Where f; is the cost function (i), w; is the weighting factor, h is the number of objective functions,
and

Y wi=1 (23)
Implementing this multiple objective optimization approach in a real-coded genetic algorithm only
requires modifying the cost function to fit the form of Eq. (22) and does not require any modification

to the genetic algorithm. Thus, Eq. (22) becomes:

cost =wf;+(1-w)f, (24)
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Where f; and f, are the mismatch active and reactive powers respectively, and have the same rank of

importance. This approach is adopted in this research for its simplicity, easy of programming and
gives us the required accuracy. Here, (w) is chosen to be (0.5), Riccieri and Falcao, 1999.
Because of the stochastic nature of the genetic algorithm process, each independent run will probably
produce a different number of generations and consequently the computation time and the best
amongst these should be chosen. The best of the 10 implementations runs are shown in the tables. The
total computation time was 7.156 sec. Table 2, illustrates the power flow solution of the same IEEE
test system using RCGA with the method of system Reduction and Restoration (Proposed Method).
Since, we only retain the generator buses for the GA process, so a single objective function (mismatch
active power) is needed. The total computation time for the whole load flow solution was 0.18 second.
The power flow solution results for the Iraqi National Grid (362-bus) by using RCGA with the method
of system reduction and restoration were tabulated in Tables (3) and (4). Since the proposed method
(RCGA with system Reduction and Restoration) implements the complete cycles of the genetic
algorithm on the generator busbars only which are the first thirty buses of the system, then Table 3,
shows the results and number of generations for each generator busbar and the power flow solution for
the total Iragi National Grid are presented. Table 4, shows the voltages of load buses which are
calculated after restoring the system, also the mismatch active and reactive powers of load buses are
presented. The total computation time with conventional RCGA method was more than 72 hours,
while the total computation time for the proposed method was 519 seconds for the whole load flow
solution of 362-bus ING with the same accuracy. A ranked-weighted roulette wheel and Tournament
selection process were used for 14-bus IEEE and ING respectively. Fig.1 shows the evaluation process
of the genetic algorithm for bus 2 of 14-bus IEEE system, the dotted curve represents the minimum
cost of the solution (chromosome) which is converged with 15 generations and the solid curve
represents the average value of the costs amongst generations versus the number of generations.

7. CONCLUSIONS

The proposed method which had presented in this paper is very much faster than the simple real-
coded genetic algorithm, since the system is reduced to the size of that of the generator busbars which
for any realistic system is small as we see for the 362-bus Iragi National Grid, only 30 buses are
generator busbars. We must take into consideration that the main drawback of the genetic algorithm is
the large computation time. So, this contribution is especially for GA as an optimization technique.
The objective function (cost function) for the generator buses is only the mismatch active power, so
that multi-objective function techniques are not needed. Thus, it can be concluded that the proposed
method is suitable for on-line implementation for small and medium-scale power systems and it can be
used for planning study for large-scale systems. The proposed method has reliable convergence and
high accuracy of solution. Whereas the traditional numerical techniques (Gauss-Seidel, Newton-
Raphson, Fast decoupled,...etc.) use the characteristics of the problem to determine the next sampling
point (e.g. gradient, linearity and continuity), genetic algorithm makes no such assumptions. Instead,
the next sampled point is determined based on stochastic sampling or decision rules rather than on a
set of deterministic decision rules. Genetic algorithms with the method of system reduction and
restoration have been used to solve difficult problems with objective functions that possess properties
such as continuity, differentiability and so forth. Also, whereas the traditional numerical techniques
mentioned above use single point at a time to search the problem space, genetic algorithm uses a
population of candidate solutions for solving the problem, thus reducing the possibility of ending at a
local minima.

10
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NOMENCLATURE

N = number of busbars in the system.

m = number of generator busbar in the system.

Ve = M-dimensional vector of voltages of generator busbars.
Ic = M-dimensional vector of currents of generator busbars.
VL = (N-M) dimensional vector of voltages of load busbars.
IL = (N-M) dimensional vector of currents of load busbars.
Y= admittance matrix of order NxN.

Y11, Y12, Y21, Y22 = sub-matrices of Y of appropriate order.
Vi = conjugate of K™ busbar voltage V.

ek, fk = inphase and quadrature components of V.

ci di = real and imaginary parts of a;.

sp = specified value.

cal = calculated.

Gik Bik = real and imaginary parts of the admittance Yix
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Figurel. Evaluation process for busbar (2), 14- bus IEEE test system.

Table 1. Power flow solution (14-Bus IEEE) test system with accuracy (0.001p.u.), using RCGA
without reduction and restoration.

Bus Active Reactive Voltage | Voltage No. of
power power
No | Mismatch Mismatch Magnitude | Angle Generations
(p.u) (deg)

1 Slack Slack 1.06 0.00 —

2 0.000329 PV 1.045 3.2117 17

3 | 0.000131 PV 1.010 -4.3582 7

4 | 0.000484 PV 1.070 -6.1436 21

5 | 0.000890 PV 1.090 -12.423 47

6 | 0.000798 0.000481 1.057131 | 6.30252 95

7 | 0.000365 0.000060 1.0773818 | -4.6541 107

8 | 0.000222 0.000773 1.0565362 | -1.7120 193

9 | 0.000185 0.000682 1.0456395 | 1.44081 172
10 | 0.000273 0.000322 1.045163 | -9.0031 18
11 | 0.000950 0.000223 1.057696 | -5.4828 90
12 | 0.000411 0.000535 1.061725 | 7.67754 43
13 | 0.000770 0.000521 1.0482889 | -11.028 29
14 | 0.000209 0.000762 1.0588537 | -3.3446 47

Total Computational | Time: 7.156 sec.
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Table 2. Power flow solution (14-Bus IEEE) test system with accuracy (0.001p.u.), using RCGA
with reduction and restoration.

Bus | Active power Reactive Voltage Voltage No. of
power
No. Mismatch Mismatch Magnitude(p.u) | Angle(deg.) | Generations
1 Slack Slack 1.06 0.00000 -
2 0.000373 PV 1.045 3.21170 15
3 0.000130 PV 1.010 -3.35826 5
4 0.000374 PV 1.070 -6.10062 21
5 0.000890 PV 1.090 -11.0235 40
6 0.000678 0.000444 1.0476131 6.30252 -
7 0.000360 0.0006 1.0573888 -4.69990 -
8 0.000223 0.000788 1.065092 -2.71203 -
9 0.000109 0.0005 1.0558895 1.63081 -
10 0.000223 0.000321 1.0551690 -9.03316 -
11 0.000850 0.000221 1.0476990 -4,08283 -
12 0.000407 0.000546 1.0762725 6.60054 -
13 0.000660 0.000512 1.0482889 -11.0208 -
14 0.000205 0.000769 1.0688837 -3.34469 -
Total | Computational Time: 0.18 sec.

Table 3. Power flow solution for “IRAQI NATIONAL GRID" with accuracy (0.001p.u.),
using RCGA with the method of reduction and restoration (only the generator busbars).

Bus Active power Reactive Voltage Voltage No. of
power

No. Mismatch (p.u) M'(SF:T_]L?)ICh Ma(gprlt)u de Angle(deg) | Generations
1 Slack Slack 1.04 0 —
2 0.0005 PV 1 18.3805 262
3 0.00021334 PV 1 2.8233 57

4 0.0008081 PV 1 -9.5400 319
5 0.00011245 PV 1 13.6445 521
6 0.00043106 PV 1 -11.8520 34
7 0.0018487 PV 1 4.1875 500
8 0.00066843 PV 1 7.5529 244
9 0.00023882 PV 1 12.3150 30
10 0.00016648 PV 1 4.0006 134
11 0.0003391 PV 1 -19.7704 88
12 0.00045458 PV 1 -6.3530 266
13 0.00013682 PV 1 45221 424
14 0.00058912 PV 1 -6.9794 76
15 0.00054176 PV 1 -8.1968 353
16 0.00021063 PV 1 13.5898 42
17 0.00078201 PV 1 4.5766 39
18 2.4477*10° PV 1 11.1094 41
19 0.00090163 PV 1 7.0672 47
20 0.00089409 PV 1 -7.0275 9

21 0.00037127 PV 1 -3.2876 159
22 0.00014522 PV 1 -10.7986 24
23 0.00093387 PV 1 2.0421 216
24 0.00084462 PV 1 9.0268 47

14
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25 0.00038532 PV 1 2.9669 17
26 0.00023586 PV 1 3.8338 52
27 7.2047*10° PV 1 -6.8666 88
28 0.00011686 PV 1 0.0252 50
29 0.00026843 PV 1 7.3612 333
30 0.0005791 PV 1 9.1833 134

*Total computing time (Genetic Algorithm without the method of Reduction and Restoration): more than 72
hours.

*Total computing time (Genetic Algorithm with the method of Reduction and Restoration): 519 sec., this time is for the
total load flow solution of 362-bus ING system.

Table 4. Power flow solution for "IRAQI NATIONAL GRID" (load buses) after system
restoration.

Bus Active power F;?vfz:/e Voltage Voltage
No. Mismatch (p.u) Ml(sgnlja)tch Magnitude (p.u) Angle(deg.)
31 0.0003 0.0002 1.02247 12.3782
32 0.000310 0.00013264 1.03356 -12.5347
33 0.000761 0.00088425 0.955482 -18.8922
34 0.00048 0.000007 0.981021 -3.14901
35 0.00082 0.00019414 0.969731 -7.5778
36 0.0007 0.0004 0.999866 0.40992
37 0.00094 0.00059979 0.99142 -0.108361
38 0.00072 0.0000028 1.02766 2.41241
39 0.00010 0.000031 0.951085 8.90456
40 0000073 0.000082 0.978972 7.68687
41 0.000003 0.00014068 0.954069 -2.09315
42 0.00056231 0.00034232 0.951974 10.2677
43 0.00015186 0.00084486 0.956778 9.06423
44 0.00093275 0.00060546 0.955108 -13.2829
45 0.00085845 0.0000039 1.00216 -8.97243
46 0.000025 0.00022034 0.955224 -7.08481
47 0.0005849 0.00025364 0.96548 -8.2154
48 0.0006 0.0009 0.96959 0.0359168
49 0.00046407 0.00068482 1.01733 8.11071
50 0.00064014 0.00040881 0.96882 16.9887
51 0.00081139 0.00073374 1.01725 12.1607
52 0.00063582 0.00036833 0.999238 0.015595
53 0.00064585 0.00073222 0.95709 7.0377
54 0.00039461 0.00031144 1.02049 497693
55 0.00050197 0.00051873 0.95678 18.5084
56 0.0006757 0.00066047 1.02961 13.4216
57 0.00048624 0.00046999 1.01989 13.0202
58 0.00026657 0.00078447 1.03154 -4.56727
59 0.00020212 0.00087574 0.998382 -0.133244
60 0.00099704 0.00040061 0.969316 -9.13924
61 0.0002 0.0005 1.09633 -3.3891
62 0.00062866 0.00048481 1.01166 3.0274
63 0.000034 0.00050729 1.00118 11.0695
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64 0.00052304 0.0006 0.956323 0.126932
65 0.00039148 | 0.00027503 0.959269 -3.93418
66 0.0003338__ | 0.00048038 0.959048 5.45821
67 0.00045369 | 0.00074015 1.03691 8.05995
68 0.00077681 | 0.00053799 0.962027 -0.556099
69 0.00027057 | 0.00061177 1.0712 5.11859
70 0.00040663 | 0.00054506 0.959477 -13.4194
71 0.00015602 | 0.00084029 1.0151 46136
72 0.00085314 | 0.0000044 0.9505 -9.4481
73 0.00082757 | 0.00056498 0.9587 14.8084
74 0.0000066 | 0.00028761 1.0205 -0.5232
75 0.00045213 | 0.00089712 0.9606 16.254
76 0.00026312 | 0.00099152 1.0235 -0.4562
77 0.0003 0.0002 0.9989 -15.9269
78 0.00060173 | 0.00081968 0.9569 9.3835
79 0.00097288 | 0.00093161 0.9615 -0.6373
80 0.00030775 | 0.00026214 1.0172 -11.3539
81 0.00028197 | 0.0003666 0.9567 10.958
82 0.0001 0.0007 0.9709 -0.6128
83 0.00017501 | 0.00031678 0.9538 0.5662
84 0.00060463 | 0.00055344 0.9689 12.4227
85 0.00049479 | 0.00025939 0.9917 -17.9393
86 0.00074739 0.000061 0.9976 11.2733
87 0.00073692 | 0.00062359 1.0459 3.6541
88 0.0002 0 0.9665 7.1323
89 0.000081 0.00089968 1.0154 -0.9266
90 0.00051316 | 0.00093613 1.0007 -15.3443
91 0.000031 0.00072166 1.0017 18.7953
92 0.00062835 | 0.00047428 0.9977 12.0889
93 0.0000047 | 0.00047299 1.0034 11.0409
94 0.00031952 | 0.00085516 0.9855 1.9537
95 0.00028333 | 0.00050642 1.0368 18.9362
96 0.0008504 | 0.00096063 1.0821 -15.1242
97 0.00038635 | 0.00026579 1.0445 -5.8019
98 0.00069584 | 0.00012365 0.9702 -8.2354
99 0.0007 0.0009 0.9562 16.788
100 0.00010717 | 0.0000085 0.9727 -10.4169
101 0.0006727 | 0.00077553 0.9557 8.5754
102 0.00053227 | 0.00015283 1.0827 -10.9894
103 0.00044692 | 0.00081571 0.9729 0.6583
104 0.00016048 0.000073 1.0319 0.9266
105 0.000025 0.00047994 0.9625 -2.6931
106 0.000048 0.00079433 0.9284 -10.2436
107 0.00084716 | 0.00015576 0.9641 4.4674
108 0.00068356 0.000055 1.0552 1.2291
109 0.00026455 | 0.00064387 1.0413 11.6445
110 0.00058321 | 0.00015476 1.02897 9.3654
111 0.00071167 | 0.00048416 1.089 16.4406
112 0.00094005 | 0.00097359 0.9736 12.9073
113 0.00084364 | 0.00061624 1.0071 19.928
114 0.00021032 | 0.00017141 0.9618 3.9724
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115 0.00084827 0.00097626 0.9523 0.8467
116 0.00083 0.000547 0.9523 4.5623
117 0.00047 0.0007656 1.0258 -15.256
118 0.000455 0.00072 0.96136 16.2351
119 0.00092 0.0009962 0.992564 -9.2541
120 0.00012 0.0004547 1.03654 0.06541
121 0.001 0.0008 0.9618 2.2392
122 0.00013234 0.00093924 0.9884 11.3193
123 0.00096448 0.0005687 0.9523 -7.3612
124 0.00081065 0.0000031 1.0828 -6.4949
125 0.00030709 0.000083 0.9998 -11.0119
126 0.000048 0.00071905 0.9618 3.1288
127 0.00096313 0.00098343 0.9757 -4.9987
128 0.00093397 0.00077209 1.0843 -0.3262
129 0.00062329 0.00064654 1.0182 12.9015
130 0.00094189 0.00037681 0.9539 -8.8013
131 0.00014215 0.00057406 0.9571 1.6474
132 0.00041524 0.0005684 0.9583 10.7085
133 0.00020296 0.00046611 0.9638 6.3202
134 0.00037946 0.00062747 0.9987 9.103
135 0.00095745 0.00082409 0.9785 -1.7189
136 0.00027374 0.00046965 0.9706 1.4742
137 0.00020975 0.00085845 0.971 7.2577
138 0.00039402 0.00048299 1.0127 7.7591
139 0.00035319 0.00036285 0.9632 5.5677
140 0.0006075 0.0009984 0.95154 6.3214
141 0.0008155 0.0002237 0.95214 -14.2365
142 0.00011 0.0009845 1.0564 0.98745
143 0.0002734 0.0002717 0.9654 3.2145
144 0.0001812 0.000567 0.9628 -17.149
145 0.0004911 0.0006331 0.9752 -4.2187
146 0.0005208 0.000486 0.9962 0.05871
147 0.0005119 0.000886 1.0547 2.0154
148 0.0002753 0.0004816 0.9614 13.2974
149 0.0004286 0.0004054 1.0893 1.5647
150 0.0002753 0.0001582 0.9512 6.2354
151 0.0007 0 0.9544 3.5375
152 0.00013698 0.00027886 1.007 -0.8344
153 0.00020208 0.00023032 0.9965 -0.5292
154 0.00040253 0.00020923 0.9701 5.2631
155 0.00046085 0.00096044 0.9731 5.815
156 0.00029987 0.000035 0.9753 4.4393
157 0.00080446 0.00053457 0.9485 -8.8882
158 0.00035469 0.00015957 0.9687 13.5985
159 0.0003943 0.000029 0.9585 -1.0752
160 0.00073661 0.00017162 0.9279 13.6502
161 0.00065884 0.00028923 0.9548 -6.1351
162 0.00035578 0.00029898 0.9587 -2.3739
163 0.00075604 0.00092751 0.9521 2.898
164 0.000035 0.00038695 1.0067 8.9077
165 0.00099806 0.00071947 1.0691 -10.2774
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166 0.00012425 0.000052 0.955 -8.262
167 0.00092219 0.00019175 0.9984 13.4656
168 0.00076628 0.00081641 0.9775 17.2191
169 0.00092571 0.000057 0.973 0.6329
170 0.00054766 0.00069843 0.9653 0.4959
171 0.00099334 0.00079967 0.9611 10.6166
172 0.00049608 0.00022697 0.9946 -1.0459
173 0.00055849 0.00042155 0.9421 -4.9939
174 0.00048618 0.000055 1.0338 3.6292
175 0.00014611 0.00072444 0.9827 10.898
176 0.00051741 0.00064903 0.9628 6.5469
177 0.00071172 0.00036796 0.9539 -1.5042
178 0.00019378 0.000039 0.9512 6.5171
179 0.00060168 0.0008397 1.0102 -7.9275
180 0.00059232 0.00022898 0.9634 6.5271
181 0.0001 0.0002 1.0054 4.2552
182 0.00044569 0.000618 1.0125 -6.0294
183 0.00055934 0.00041766 0.9865 3.0486
184 0.00020306 0.00096151 0.9548 7.0504
185 0.00088243 0.00045767 0.9413 -0.5076
186 0.00069729 0.00070518 0.9528 9.3272
187 0.000044 0.000333 0.9537 4.4252
188 0.000013 0.00044238 0.9582 2.137
189 0.00050756 0.00076265 0.9543 4.8151
190 0.00066192 0.00075837 0.9592 19.2249
191 0.0002513 0.00044497 0.9583 0.8323
192 0.00020302 0.00080563 0.9555 2.266
193 0.00030057 0.00094464 1.0024 -17.265
194 0.00046703 0.00042967 0.9994 11.0973
195 0 0 0.9507 18.5179
196 0.00093542 0.000085 0.9738 10.7321
197 0.00051919 0.00062756 0.9848 1.4284
198 0.00013828 0.00084404 1.067 6.9025
199 0.00052945 0.0002323 1.027 -17.4657
200 0.00054335 0.00038057 0.9445 -15.5822
201 0.00061187 0.00075132 0.9957 -18.0073
202 0.00096005 0.00091358 0.9778 -2.2563
203 0.00079194 0.00022214 0.9552 -3.3525
204 0.00026439 0.00095589 0.9802 0.5317
205 0.00056456 0.00087312 0.9946 18.2447
206 0.00054948 0.00055895 0.9555 8.0271
207 0.00077144 0.001 0.9546 3.8581
208 0.00075889 0.00027959 1.0049 8.4842
209 0.00056002 0.00040952 1.0468 -13.798
210 0.0006285 0.00057178 0.9503 -5.8999
211 0.00019025 0.00095178 0.9528 -5.8964
212 0.00059117 0.00056099 0.9572 -0.4872
213 0.00037677 0.00016316 0.9714 17.869
214 0.00088221 0.00063269 0.9555 -11.1881
215 0.00065945 0.00093676 0.9865 -2.8314
216 0.00087711 0.00089287 0.988 -0.0197
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217 0.00093717 0.00011334 0.9586 -9.8487
218 0.00048357 0.0005098 1.0667 16.3454
219 0.000074 0.00050823 0.9713 8.419
220 0.00023902 0.00097386 0.9738 8.5508
221 0.00020321 0.00085756 1.0454 15.2306
222 0.00011518 0.00095031 1.0223 6.236
223 0.0009373 0.00031901 0.9452 1.1682
224 0.00063283 0.00047536 0.99 -4.223
225 0.00019285 0.000067 0.9426 -12.6611
226 0.000078 0.00023635 0.9599 -3.5077
227 0.00054555 0.000043 0.963 5.5577
228 0.0007854 0.000023 0.9515 2.3654
229 0.00021656 0.00064519 1.0196 -10.1812
230 0.00045404 0.00078516 1.0707 -17.4119
231 0.00026644 0.00016696 0.9708 -3.5614
232 0.00032806 0.0001135 1.0165 -17.2337
233 0.0008132 0.00026348 1.0561 0.7447
234 0.00049081 0.00047598 0.9979 6.2127
235 0.00042958 0.00037536 0.9598 3.4219
236 0.00099515 0.00014891 1.0225 6.0696
237 0.00084 0.00054738 0.9921 -3.3138
238 0.00019869 0.0005315 1.0221 5.5529
239 0.00069827 0.00070673 0.9505 -0.6187
240 0.00073886 0.0006194 0.9452 14.327
241 0.000012 0.00047631 1.0173 -11.6858
242 0.00052499 0.000039 0.945 -2.4259
243 0.00044988 0.00058049 0.9533 16.2874
244 0.00033758 0.00014153 0.9937 6.6786
245 0.00068628 0.00084693 0.9597 -4.9778
246 0.0004596 0.00037358 0.9885 9.4525
247 0.00051515 0.00045483 0.9546 4.6063
248 0.00032144 0.00068358 1.0714 7.7469
249 0.00043791 0.00041416 0.9966 -0.7901
250 0.00028647 0.00022116 0.9556 -2.497
251 0.0007 0.0003 0.95315 1.1601
252 0.000095 0.00054734 0.95733 -8.8202
253 0.00079549 0.00077536 0.98058 -5.4324
254 0.00032922 0.00065235 1.0836 -17.168
255 0.000085 0.00037146 0.959 8.3101
256 0.00094778 0.000036 0.98041 -19.965
257 0.00078819 0.00080088 0.95607 -13.439
258 0.0001091 0.00023452 1.0162 -4.7631
259 0.0008952 0.00047521 0.9842 1.5236
260 0.0009 0.0003 0.9574 -2.2963
261 0.0004 0.0008 1.0025 -3.0548
262 0.00066294 0.000013 0.9891 -1.1725
263 0.00048644 0.0001791 0.94889 8.6261
264 0.00015727 0.00054346 0.95678 -18.469
265 0.00033058 0.00075487 0.9502 8.8319
266 0.00060066 0.00054603 1.0306 6.2556
267 0.00052942 0.00042094 1.0529 14.874
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ABSTRACT

Coagulation - flocculation are basic chemical engineering method in the treatment of
metal-bearing industrial wastewater because it removes colloidal particles, some soluble
compounds and very fine solid suspensions initially present in the wastewater by
destabilization and formation of flocs. This research was conducted to study the
feasibility of using natural coagulant such as okra and mallow and chemical coagulant
such as alum for removing Cu and increase the removal efficiency and reduce the
turbidity of treated water. Fourier transform Infrared (FTIR) was carried out for okra and
mallow before and after coagulant to determine their type of functional groups. Carbonyl
and hydroxyl functional groups on the surface of okra and mallow were the major groups
responsible for coagulation process. By using alum (conventional coagulants), okra and
mallow (as a primary coagulant or in combination with the other two primary coagulants)
and by the jar testing, the optimum pH-value and dose of the coagulants were determined.
The results indicated that the optimal pH values were 6.7, 8 and 6 for alum, okra and
mallow, respectively. Mathematical modeling show significant results (sig.<0.05) for the
% Cu removal (dependent variable) with respect to coagulant dose (independent
variable) for the okra as a primary coagulant, alum with okra and alum with mallow as
binary coagulants and alum, okra and mallow as ternary coagulants .

Keywords: heavy metal; coagulant; jar test; flocculation.

Agilall Jallaall e ubadl) il ) A1 3Y LalEil) @ 30 gall aladid

Al ) Jula el B 2 g e

S3as el Vi) &S 33k el Vil 40

20


mailto:myabdulahad@yahoo.com
mailto:samerjalil44@yahoo.com

Number 5 Volume 21 May 2015 Journal of Engineering

dadal)

Layl A slall dpeliall sbuall 5 45 slall sbaall dallae (8 (paga sy Gty 150 Olaali alill g 883l lee ()
dnaall s Anll Livans 5 Wiy shaal oloall 038 (pa A1 alall o) gall 5 (Galanill) Jie ALE Gobaall A1) Gam (40
phatiu) o3 Can ) 138 Ly = sensal) Adaall g Lpallad) Aial) Colaanall Cpania L (4583 0 ) (g5 Aclall
5 (3ua skl 3l s) Lalil cililaa) e Al Al s Al daid N I (e dal dlaa 3 5e
Lelasiad <l i) oda JSI e iy (o) ) aladiind ) A8l 5 yall a4l ALEN coleall 413
GlAS o AL paliall A1) 51 A a9 800 ) (el Alaad) sda (8 ) gall o2 Ciandiin a8 g lilaal) o2 3
Shen plasiuls Lald) clilie 5 A slal G5yl AS) Jilatll (and ol sal @3 Cua, Aall) 5 Sal) Apus (i
LS pall Aladl) e ganall 48 jra s 300 sal) LS all 5 Ailias€ll LS pall A 53 o i o) seall cand daiY)
G LS, il 5 il dlee (e daiso )SU 5 danS 5 el AlanS g0 )SI A1) Cle sanall Jin 4 suaal)
Conll s A (pas, B_iall 3 sall £ 5 Apmalal) AN A S sl Bl e 5 el Jal gall 4 50
A S al Je A slall 355 Leldly bl e JSI 6,8 6.7l Bl dpadall Aol a8 o) o
O il o3 G 458l (Multiple linear regression analysis ) by SPSS (ol ) Jid se Gulai
L 51535 850 5 4085 W lie 6 S AlSe alill  jfiailly Juadl) dglee Jiadip 1 45 simaU 5 4 ginall Caa

45 5Ll oleall dallas 5 Aiydail] oludll

bl 65 al) and Jlea ¢ Al ALEN palaal) s ) cilalSl)

1. INTRODUCTION

As a result of industrial activities and technological development, the amount of
heavy metal ions discharged into streams and rivers by industrial and municipal
wastewater have been increased incessantly. Heavy metals are member of a loosely-
defined subset of elements that exhibit metallic properties, which mainly includes the
transition metals, some metalloids, lanthanides, and actinides. Heavy metals such as
copper, lead and zinc are main toxic pollutants in industrial wastewater, and they also
become major surface and ground water contaminants. Heavy metals are discharged by
various industries such as metal purification, metal finishing, chemical manufacturing,
mining operations, smelting, battery manufacturing, and electroplating , Issabayeva et
al., 2010. Removal of heavy metals from industrial wastewater is of primary importance
because they are not only causing contamination of water bodies and are also toxic to
many life forms. Most heavy metals are cations, carrying a positive charge, such as zinc,
lead, copper, nickel and cadmium. Soil particles tend to have a variety of charged sites on
their surfaces, some positive while some negative. The negative charges of these soil
particles tend to attract and bind the positively charged metal cations, preventing them
from becoming soluble and dissolve in water. The soluble form of metals is more
dangerous because it is easily transported, hence more readily available to plants and
animals. Metal behavior in the aquatic environment is surprisingly similar to that outside
a water body. Sediments at the bed of streams, lakes and rivers exhibit the same binding
characteristics as soil particles mentioned earlier. Hence, many heavy metals tend to be
sequestered at the bottom of water bodies. The aquatic environment is more susceptible
to the harmful effects of heavy metal pollution. Metal ions in the environment
bioaccumulation and are biomagnified along the food chain. Therefore, their toxic effect
is more pronounced in animals at higher trophic levels ,Ahluwalia and Goyal, 2005.
During the last years, rapid growth of population, urbanization, and industrial as well as
agricultural activities have increased water demand, particularly in recent decades. Water
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treatment industry is among the most important industries in many countries.
Coagulation, flocculation, sedimentation, filtration and disinfection are the most common
treatment processes used in the production of drinking water. Coagulation/flocculation
processes are of great importance in solid-liquid separation practice ,Yukselen, and
Gregory, 2004,

Coagulation

Coagulation is the process by which colloidal particles and very fine solid suspensions
initially present in water are combined into larger agglomerates that can be separated via
sedimentation, flocculation, filtration, centrifugation or other separation methods.
Coagulation is commonly achieved by adding different types of chemicals (coagulants) to
the water to promote destabilization of the colloid dispersion and agglomeration of the
resulting individual colloidal particles. The addition of some common coagulants to water
not only produces coagulation of colloids but also typically results in the precipitation of
soluble compounds, such as phosphates, that can be present in the water. In addition,
coagulation can also produce the removal of particles larger than colloidal particles due
to the entrapment of such particles in the flocks formed during coagulation, Metcalf and
Eddy 2003. This is achieved by rapid mixing of a coagulant in solution for short
durations in order to achieve complete and uniform coagulant dispersion. Insufficient
coagulant mixing may result in uneven coagulant dispersion throughout the solution,
resulting in the presence of too much coagulant in certain areas and too little in others
thereby degrading the overall process. Coagulant over-mixing on the other hand is not
believed to have an effect on coagulation performance ,Horne, 2005 and Bratby, 2006.

2. EXPERIMENTAL
2.1 Materials

Analytical grade reagents were used in the experimental studies. Copper Sulfate pent
hydrated (CuSO,4.5H,0) from (E. MERK, Denmark) were used for preparing synthetic
solutions. The properties of metal salts are given in Tablel. Adjustments of pH were
carried out by using 0.1N HCIl and 0.1N NaOH.

2.2 Coagulants
2.2.1 Alum

Alum was used as a coagulant for the removal of heavy metal. The alum was milled,
sieved and particles sizes < 0.6 mm were selected for the investigation.

2.2.2 Mallow

Mallow leaves were washed with tap water then distilled water, dried at 50°C for 24
hours in the oven to remove the moisture content until constant weight. The dried mallow
was milled, sieved and particles size < 0.6 mm were selected for the investigation.

2.2.3 Okra

Okra pods were washed with tap water then distilled water, dried at 50°C for 24 hours
in the oven to remove the moisture content until constant weight. The dried okra was
milled, sieved and particles size < 0.6 mm were selected for the investigation.
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2.3 General Description for the Experimental Procedure

Experiments had been carried out to find the optimum pH, and optimum dose. The
procedure involved filling the beakers with 1 L of heavy metal ion solution of 0.47 mg/L.
Primary doses of (0, 0.35, 0.7, 1.4, 2.1 and 2.8) g/L for alum and (0, 0.2, 0.4, 0.5, 0.6 and
0.7) g/L for okra or mallow, respectively were added into the beakers. The suspensions
were stirred rapidly (300 rpm) for 1 minute at G (275 S™) to ensure adequate mixing. The
rapid mixing, then followed by slow mixing (50 rpm) for 15 minutes at G (16 S™*) were
performed to achieve opportunity for particle collisions and aggregate formation,
Sulaymon et al., 2009. Experiments were carried out at initial pH values (5, 6, 6.7, 7, 8
and 9). The suspension was then allowed to settle for 15 minutes, and the sample is
drawn at 6 cm depth from the supernatant to measure % Cu removal, and % residual
turbidity. For the binary coagulants combinations, the optimum dosages from the primary
experiments that are having the highest % Cu removal were selected. Combined binary
doses of alum with okra or mallow of different percentages were used. The above
procedure was repeated to estimate the optimum pH and dose for the highest %Cu
removal. In the ternary coagulants combinations, the optimum doses and PH the binary
experiments, which give the higher % Cu removal were selected. Combined ternary doses
of alum, okra and mallow of different percentages were used. The procedure was
repeated. Settling velocity, % residual turbidity, and conductivity for the selected
optimum pH and coagulant dose combination were conducted and measured.

3. RESULTS AND DISCUSSION
3.1 FTIR Result

In order to understand the possible coagulant- metal ion interactions, it is essential to
identify the functional groups present in this process. The main effective binding sites can
be identified by FTIR spectral comparison of the coagulant. Coagulants were examined
using (Shimadzo FTIR, 800 series spectra- photometer). Two flasks were filled with 1000
ml of the metal solution and 1gm of (okra and mallow), then placed in the jar and
agitated continuously (1 minute for rapid mixing and 15 minute for slow mixing).
Samples of the coagulant materials were dried by sun for 48 hours before FTIR tests.,
from Fig. 1. The FTIR spectral indicate the presence of amino, carboxylic, hydroxyl and
carbonyl groups. Contribution of each functional group in this process is summarized in
Table 2. Mallow before test has greatest changes in the peak values of bands than Okra
before test, while the Okra after test was the lowest one.

3.2 Primary Coagulant Experiments
3.2.1 Optimum pH values
Samples of collected distilled water with Cu were placed in beakers and subjected
repeatedly to a standard jar test using the following coagulants:-
1-Alum [Al»(SO4)3.18H,0] at a dose 1400 mg/L
2-Okra at a dose 500 mg/L
3-Mallow at a dose 500 mg/L
Each beaker in the set of the standard jar test apparatus had its pH adjusted to different
values (5, 6, 6.7, 7, 8, and 9).
Fig. 2 shows the effect of pH on the % removal of Cu in which generally, the % removal
of Cu for alum>Okra>mallow.
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3.2.2 Optimum coagulant dose

Jar tests were conducted to find the optimum coagulants doses, at the optimum pH 6.7,
8.0, 6.0 for alum, okra, and mallow. The results are shown in Figs. 3, 4 and 5
respectively.

3.2.3 Effect of coagulant dose

The effects of different dosages of alum, okra and mallow are shown in Figs. 3, 4, and
5. The % removal of Cu increased with the increasing doses of the coagulants. It is
observed that when the doses of alum, okra and mallow were greater than 1400 mg/L,
500 mg/L and 500 mg/L, respectively, the removal increased slowly. Thus, the optimum
doses of alum, okra and mallow were 1400, 500 and 500 mg/L for the highest removal of
heavy metal each in its related optimum pH value. These results are mainly due to the
fact that the optimum coagulant dosage produces flocs that have a good structure and
consistency. But in dosages lower and higher than optimum dosages, the produced flocs
are small and influence the settling velocity of the sludge. A comparison between alum,
okra and mallow for the removal of Cu at the optimum conditions, then relative
abundance of coagulants after treating distilled wastewater with Cu followed the order:
mallow>okra>alum as shown in Fig. 6.

3.3 Binary Combination Coagulants Experiments
The combination of alum as a primary coagulant with another coagulant aid (okra or
mallow) for removal Cu were carried out and tabulated in Table 2.

3.4 Ternary Combination Coagulants Experiments
The combination of alum as a primary coagulant with another two coagulant aids
(okra and mallow) for removal Cu were carried out and tabulated in Table 3.

3.5 Variation of Turbidity with Dose

Figs. 7, 8, and 9 show the residual turbidity with dose for the primary, binary and
ternary coagulants, in which the residual turbidity decreased as the dose of coagulant
increased.

3.6 Variation of Conductivity with Dose

Fig. 10 shows the variation of the conductivity with dose for the optimal ternary
combination coagulants of pH= 7 and dose 0.725 g/L, the conductivity decreased as the
dose increased which indicates that the Cu concentration in the supernatant becomes
lower by increasing the coagulant dose.

3.7 Settling velocity

In the Fig.11, the settling velocity has been measured through the relation between
time and height of interface for each successive point on the curve. Fig. 12 shows the
settling rate-concentration relationship for the optimal ternary combination coagulants of
pH= 7 and dose 0.725 g/L by using alum, okra and mallow for Cu (0.47 mg/L).
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3.8 Mathematical Modeling

Developing a mathematical model for the coagulation flocculation experiments, and
generating quick decision-making information , using powerful statistics (multiple linear
regression analysis MLR) by SPSS statistic software package (version 17.0), to
understand and show an effective presentation for the results with a high quality of
tabular and graphical modeling outputs. Equations of mathematical modeling for primary,
binary and ternary coagulants show in Table 4.

4. CONCLUSION
The following results have been obtained:

1. The optimum coagulant doses in distilled water treatment with Cu concentration (0.47
mg/L) for alum, okra and mallow were 1400mg/L, 500mg/L and 500mg/L respectively.

2. The optimum pH values for coagulants (alum, okra and mallow) were 6.7, 8.0 and 6.0,
respectively when used as primary coagulants.

3. Using okra and mallow as coagulant aids with alum (in binary and ternary combinations)
cause quicker formation of flocs and that increases their rate of sedimentation.

4. Natural coagulants (when used as primary coagulants) seem to be more effective at
higher turbidity levels.

5. Mathematical modeling shows significant results (sig.<0.05) for the % Cu removal
(dependent variable) with respect to coagulant dose (independent variable) for the okra as
a primary coagulant, alum with okra, and alum with mallow as binary coagulants ,and
alum, okra, and mallow as ternary coagulants .

6. Mathematical modeling shows significant results (sig.<0.05) for the % residual turbidity
(dependent variable) with respect to coagulant dose (independent variable) for the alum ,
okra ,and mallow as a primary coagulant, alum with mallow as binary coagulants ,and
alum, okra, and mallow as ternary coagulants .
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Figure 1. FTIR spectrum for Okra and Mallow before and after tests (e okra before test,
e mallow before teste, okra after test, « mallow after test).

Table 1. Properties of metal salt.

Copper sulfate
Property CuSO,.5H,0
Molar mass g/mol 249.70
Atomic weight g/mol 63.546
Appearance Blue
Density g/cm® 2.284

Table 2. Function groups before and after okra and mallow coagulants with Copper ion.

Wave
Wave number
number . After -1 . After
-1 Assignment . (em™) Assignment .
(em™?) fOUDS coagulation Mallow fOUDS coagulation
Okra grotip Of Cu grotp Of Cu
before
before test
test
3417.86 Amides 3421.72 3417.86 Amides 3417.86
2931.80 Ca;ti?gg’"c 2927.94 2927.94 | Carboxylic acids 2924.09
1735.93 Ca;gfé‘sy"c 1735.93 2854.65 | Carboxylic acids 2854.65
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Aldehydes
1631.78 Amides 1624.06 1735.93 | Carmoxylicacids, | 4755 g5
Aldehydes
Nitro groups, . .
1523.76 Amides 1516.05 1651.07 Amides,Imines 1651.07
1419.61 Aromatics 1423.47 1616.35 Amides 1620.21
137332 | Alkylhalides, 137332 | 1516.05 | 'NItrOgroups, 1516.05
Nitro groups Amides
Alkylhalides, .
1319.31 Niitro groups 1319.31 1454.33 Aromatics 1454.33
Alcohols ;
1253.73 Ketones 1249.87 1369.46 ﬁl'iﬁ’o'higﬂei’ 1373.32
Alkylhalides group
Alcohols, .
1049.28 | Alkylhalides, 105313 | 1319.31 | Alkylhalides, 1319.31
. Nitro groups
Phosphines
Phosphines, Phosphines,
898.83 Sulfonates 898.83 898.83 Sulfonates 898.83

Table 2. The percentages of the coagulant doses for binary coagulation .

Sample No. 1 9 3 4 5 5
85% of 70% of 55% of 40% of 25% of 10% of
Coagulants alum alum alum alum alum alum
dose+15% | dose+30% | dose+45% | dose+60% | dose+75% | dose+90%
one of one of one of one of one of one of
(mallow (mallow (mallow (mallow (mallow (mallow
or okra) or okra) or okra) or okra) or okra) or okra)
dose dose dose dose dose dose
(1.19g/L | (0.98g/L | (0.77g/L | (0.56g/L | (0.35g/L | (0.14g/L
+ + + + + +
0.075¢/L) | 0.15g/L) | 0.225g/L) | 0.3¢g/L) | 0.375¢g/L) | 0.45g/L)
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Table 3. The percentage of the coagulant doses for ternary coagulation.

Sample

No. 1 2 3 4 5 6
85% of 70% of 55% of 40% of 25% of 10% of
Coagulants alum alum alum alum alum alum
dose+7.5% | dose+15% | dose+22.5% | dose+30% | dose+37.5% | dose+45%
two of two of two of two of two of two of
(mallow (mallow (mallow (mallow (mallow (mallow
and okra) | and okra) | andokra) | andokra) | andokra) | and okra)
doses doses doses doses doses doses
(1.19g/L | (0.98g/L (0.77g/L (0.56g/L (0.35g/L (0.14g/L
+ + + + + +
0.0375g/L | 0.075g/L | 0.1125g/L 0.15¢/L 0.1875g/L | 0.225¢/L
+ + + + + +

0.0375g/L) | 0.075g/L) | 0.1125g/L) | 0.15g/L) | 0.1875g/L) | 0.225g/L)

Table 4. Equations of mathematical modeling for primary, binary and ternary coagulants.

Stage Coagulants Equations Significant
Y=9.337x + (-25.14) for non-significant
Alum pH (0.132)
Y =6.06x + 8.924
for dose non-significant
(0.096)
Y =9.067x + (-24.47) for | non-significant
Primary pH (0.132)
Okra Y =2.997x + 7.620
for dose significant
(0.046)
Y =5.945x + (-6.42) non-significant
for pH (0.252)
Y =5.776x + 15.832
Mallow L
for dose non-significant
(0.067)
Y =10.93x + (-33.11) for | non-significant
pH (0.093)
Alum + Okra Y =4.603x + 11.55
for dose significant
Binary (0.034)
Y =10.22x + (-28.24) for | non-significant
pH (0.124)
Alum + Mallow Y =4.604x + 11.084
for dose Significant
(0.029)
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Y =9.81x + (-21.878) for | non-significant
pH (0.193)
Ternary Alum + Okra + Y =4.703x + 12.497
Mallow N
for dose significant
(0.039)
50 -
45 -
40 -
g
335 1
530 # Alum {optimum dose
o 1400 mg/L)
X25
B Okra (optimum dose 500
15 Mallow (optimum dose
10 500 meg/L)
5
0 T T T 1
5 6 pH-Value 8 9
Figure 2. The effect of pH values on the % removal of Cu for the investigated
coagulants.
60 -
50 - s =
© 40 -
>
9]
£
g 30 -
N y = -6E-12x* + 4E-08x3 - 0.0001x2 + 0.1206x +
20 1.5912
R?=0.9741
10
0 T T T T T 1
0 500 1000 1500 2000 2500 3000
Alum Dose mg/L

Figure 3. The effect of Alum coagulant dosages at optimum pH of 6.7 on Cu removal
efficiencies of investigated coagulant.
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y = -4E-10x* + 9E-07x3 - 0.0008x? + 0.3211x +

0 200 400 600
Okra Dose mg/L
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Figure 4. The effect of Okra coagulant dosages at optimum pH of 8.0 on Cu removal

efficiencies of investigated coagulant.

% Removal

60 -
a

50 -
40 -
30 -

y = 3E-10x* - 1E-07x - 0.0003x? + 0.2656x +
20 0.6819

R? = 0.9942
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O T T T 1
0 200 400 600

Mallow Dose mg/L
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Figure 5. The effect of Mallow coagulant dosages at optimum pH of 6.0 on Cu removal

efficiencies of investigated coagulant.

30



Number 5 Volume 21 May 2015 Journal of Engineering

L — =

# Okra (pH=8)
B Alum (pH=6.7)

Mallow (pH=6)
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Figure 6. The effect of used coagulant and its dosages on the Cu removal efficiencies at
their optimum pH.
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Figure 7. Residual turbidity vs. dose for primary coagulants.
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Figure 8. Residual turbidity vs. dose for binary combination coagulants.
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Figure 9. Residual turbidity vs. dose for ternary combination coagulants.
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ABSTRACT

A new bio-electrochemical system was proposed for simultaneous removal of organic matters
and salinity from actual domestic wastewater and synthetically prepared saline water,
respectively. The performance of a three-chambered microbial osmotic fuel cell (MOFC)
provided with forward osmosis (FO) membrane and cation exchange membrane (CEM) was
evaluated with respect to the chemical oxygen demand (COD) removal from wastewater,
electricity generation, and desalination of saline water. The MOFC wasinoculated with activated
sludge and fueled with actual domestic wastewater. Results revealed that maximum removal
efficiency of COD from wastewater, TDS removal efficiency from saline water, power density,
and current density were 96%, 90%, 30.02 mW/m?, and 107.20 mA/m?, respectively.

Key words: microbialfuel cell, desalination, osmosis, electricity generation, wastewater.
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1. INTRODUCTION

It is well recognized that alternative sources of energy are urgently required. Current reliance on
fossil fuels is unsustainable due to pollution and finite supplies. While much research is being
conducted into a wide range of energy solutions, it does not appear that any single solution will
be able to replace fossil fuels in its entirety. However, different alternatives will be required
providing energy for a specific task in specialized ways in various situations, Franks and Nevin,
2010. Microbial fuel cell (MFC) technology is a promising approach for wastewater treatment
because of its potential energy-creating benefits, and its diverse functions. The anode of an MFC
can treat various wastewaters and wastes, including municipal and industrial wastewaters,
petroleum wastes, and solid wastes. The cathode can be used to conduct denitrification, or the
removal of heavy metals. MFCs that can accomplish contaminant removal, bioenergy
production, and clean water extraction will become more competitive with existing wastewater
treatment technologies. Extracting clean water from wastewater has been realized by using
technologies such as forward osmosis (FO).

FO is the movement of water across a semi permeable membrane in order to induce flow from an
area of high-water potential to an area of low-water potential. The driving force in the FO
process is the concentrated solution (draw solution) on the permeate side of the membrane,
which should have a high osmotic efficiency, and can be easily and inexpensively separated from
the solution, leaving potable water. The advantages of using FO include low hydraulic pressure,
high rejection of a wide range of contaminants, and less membrane fouling compared with
pressure-driven membrane processes, Zhang, et al., 2011. A novel microbial osmotic fuel cell
(MOFC) has been developed to simultaneously treat wastewater, extract clean water, and
produce bioelectricity. MOFCs integrate both FO and MFCs into one bioreactor by replacing ion
exchange membranes with FO membranes. This change helps to realize the extraction of high-
quality water from the wastewater during the electricity-generating process, Zhang and He,
2012. The use of MOFCs represents a new approach for desalination, but the operational
conditions and reactor designs have varied widely. Wastewater can be a good source for energy
to desalinate salt water, but acetate has been used as the fuel for most studies in order to create
uniform operating conditions for testing desalination aspects of the system performance. Kim,
and Logan, 2013 and Zhang and He, 2013, developed a system consisting of two membrane-
based bio-electrochemical reactors to treat artificial wastewater and desalinate saline water. The
coupled system significantly improved desalination efficiency through both dilution (in the
MOFC) and salt removal in the microbial desalination cell (MDC) and achieved more organic
removal than an individual MDC. It was found that the COD removal 85% and energy
production 0.160 kWh/m3could be achieved. Werner, et al., 2013, developed an air-cathode
microbial osmotic fuel cell (MOFC) which has a forward osmosis (FO) membrane situated
between the electrodes that enable desalinated water recovery along with power generation. The
performance of this new design was compared to conventional microbial fuel cells containing a
cation (CEM) or anion exchange membrane (AEM). Internal resistance of the MOFC was
reduced with the FO membrane compared to the ion exchange membranes; resulting in a higher
maximum power production of 43 W/m?® compared to 40 W/m? and 23 W/m?>obtained with AEM
and CEM, respectively. The initial water flux declined by 28% from cycle 1 to cycle 3 of
operation but stabilized at 4.1 LMH over the final three batch cycles. It is shown that MOFCs
have less change in electrolyte solution pH compared to those with AEM and CEM membranes.
Pardeshi, and Mungray, 2014, investigated the performance of a laboratory made FO
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membrane in MOFC treating glucose as substrate and 2M NaCl as draw solution. The FO
membrane was able to achieve 18.43 Im 2 h™* (LMH) water flux and for fouled FO membrane it
was 15.26 Im?h™*. The MOFC constantly produced bioelectricity and achieved maximum
current density of 139.52 A/m* and power density 27.38 W/m?®. The energy production of MOFC
was 0.438 kWh/m®,

The present study aimed to investigate the performance of a continuously operated three-
chambered microbial osmotic fuel cell (MOFC) for simultaneous wastewater treatment, saline
water desalination, and power generation. The MOFC was fueled with actual domestic
wastewater and inoculated with freshly collected activated sludge.

2. MATERIALS AND METHODS

2.1 MOFC System

The proposed MOFC consisted of three chambers: the anode, a mid desalination chamber, and
the cathode chamber. The bio-electrochemical reactor was made from Plexiglas sheets, which
were assembled with silicon tape. The anode compartment was placed at the left side with
dimensions of 15 cm x 15 cm x 20 cm. The mid desalination cell had dimensions of 15 cm x 15
cm x 10 cm and the cathode chamber was placed at the right side with dimensions of 15 cm x 15
cm x 20 cm. The anode chamber had three ports, one for wastewater inlet, the other for treated
effluent, and the third for nitrogen flushing. The mid chamber had only two ports one for the
brackish water inlet, and the other for discharging the treated brackish water. The cathode
chamber had three ports, one for catholyte inlet, the other for catholyte replacement, and the
third port for air sparging. The mid chamber had two membranes, FO membrane placed between
the mid and the anode chamber and CEM membrane placed between the mid and cathode
chamber. This was achieved by sandwiching each membrane between two perforated Plexiglas
sheets containing 100 holes, each of 5 mm diameter distributed uniformly. Four identical plain
uncoated graphite plates were used as electrodes for both anode and cathode. The dimensions of
each electrode were 13 cm x 12 cm x 0.3 cm with a total surface area for each electrode of 653
cm? in each chamber. The graphite electrodes were abraded by sand paper to enhance bacterial
attachment. These electrodes were connected with copper wires by alligator clamps in order to
provide connections to an external electrical circuit, through which the electrons were
transferred. Before using the electrodes in the MOFC, they were soaked in deionized water for a
period of 24 h.

2.2 Substrate, Inoculums, and Chemicals

Actual domestic wastewater samples were freshly collected from the outlet of the primary
clarifier at Al-Rustamia Wastewater Treatment Plant (Baghdad) to continuously operate the
MOFC system. The quality of actual domestic wastewater is given in Table 1.

The brackish water in this study represents the draw solution used in the mid chamber.This
solution was prepared by dissolving 130000 mg NaCl, 10000 mg KCI, and 8000 mg MgSQO, in
one liter of distilled water resulted in a total TDS of 148000 mg/L.

The MOFC was inoculated with activated sludge samples collected from the bioreactor of Al-
Rustamia Wastewater Treatment Plant. The collected sludge was considered as the source for the
active biomass.

To enrich the microorganisms growth in the MOFC, mineral salts medium (MSM) was used.
The MSM solution was prepared according to the procedure outlined in , Jang, et al., 2004. The
solution was prepared by dissolving 0.56 g (NH4)2S0O,4, 0.20 g MgSO,4-7H,0, 15 mg CaCl,, 1
mg FeCls- 6H,0, 20 mg MnSO4- H,0, 0.42 g NaHCOs in one liter distilled water, and then the
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solution was autoclaved at 121-C for 20 min and cooled under oxygen-free nitrogen gas before
use. The catholyte solution was used as an oxidant at the cathode chamber of the MOFC. The
catholyte was a phosphate buffer solution (PBS) consisted of 20.7492 g/L Na;HPQO,, 3.1167 g/L
NaH,POy4, and 32.930 g/L of KsFe(CN)g prepared according to ,Wei, et al., 2011.

2.3 Set up of MOFC

Before the construction and set up of the MOFC system, all the components of the microbial
fuel cell were cleaned very well with proper detergent, significantly and repeatedly rinsed with
tap water, and then with distilled water.

The CEM membrane was soaked in a sodium chloride solution for 24 h before use. The FO
membrane was soaked in deionized water for 30 min (as per manufacturer’s instructions). When
testing the FO membrane, extensive care was taken into consideration to ensure that the active
layer was oriented toward the feed solution, with support layer oriented toward the draw
solution. During the assembly of the MOFC, both the anodic and cathodic compartments were
filled with deionized water, gently shaken, and then emptied followed by tight closing of the
ports. The anode in particular, was pre-treated and sterilized with boiled distilled water for 1 h,
and then washed and re-treated for additional 30 min using refresh boiled distilled water to
insure the sterilization process.

2.4 Operation of MOFC

Inoculation of MOFC with active biomass at anaerobic condition was achieved by first; flushing
the anode chamber with nitrogen gas for not less than 30 min, and then the biomass was added to
the anodic section. The biomass was kept in the anode chamber for 14 days, before fueling the
MOFC with the actual wastewater as the substrate which was fed continuously to the anode
chamber at a constant rate of 2.72 cm® min providing a hydraulic retention time (HRT) of 28 h.
At the same time air was purged into the cathode chamber at a rate of 100 cm®/ min.
Measurement of dissolved oxygen concentration in cathode chamber indicated saturated
concentrations which improves the reduction reaction. While in the anode chamber, the
dissolved oxygen concentration was observed to be almost zero indicating the existence of
anaerobic conditions in the anode chamber.

The TDS and conductivity of the brackish water were continuously observed and measured at
the mid chamber to evaluate the MOFC performance with respect to the desalination of brackish
water with time.

Water flux from the anode chamber to the mid chamber was measured by using a digital scale
recording the change of water flux within a certain period of time. Water flux was either
expressed in mL or calculated as liter per surface area of the FO membrane per hour (LMH).

The performance of wastewater treatment with respect to the chemical oxygen demand (COD)
concentration was carried out by daily sampling of both influent and effluent of wastewater in
the anode chamber.

2.5 Analytical Techniques and Calculations

2.5.1 Power calculations

The power generated by a MFC is quantified in terms of power output as follows, Barua, and
Deka, 2010.

P= Vcell A (1)
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The current produced in MFC is calculated by measuring the potential across the load (i.e. the
external resistor, Rex) and by using Ohm’s Law, Logan, 2008.

= Ve
I= r (2
Thus, the power output can be calculated by:

_ Veeu
P B Rext (3)

Where: P = power (W), V¢ = cell voltage (Volt), | = current (Amp), Rext = external resistance
Q).

2.5.2 Power output normalized by surface area

Knowing how much power is generated by a MFC does not sufficiently describe how efficiently
that power is generated by the specific system architecture. Thus, it is common to normalize
power production by the surface area of the anode, so that the power density produced by the
MFC is calculated by using Eq. (4), Shukla, et al., 2004.

2
Vcell

P = 3, ®

Where: Pa,= power density (W/m?), Aa, = anode surface area (m?)

3. RESULTS AND DISCUSSION

3.1 Substrate Removal from Wastewater

The profile of COD removal from actual wastewater is given in Fig. 1.The COD removal
efficiency was observed for 30 days. The COD loading rate was 0.54 kg COD/m* d. Maximum
COD removal > 96% was observed after 13 days of continuous operation, and then a steady state
condition was achieved after almost 15 days with an average COD removal efficiency of
90%.These findings were comparable to the maximum COD removal up to 90% reported by
,Werner, et al., 2013 or a microbial osmotic fuel cell operating with acetate-based synthetically
prepared wastewater and NaCl solution as the draw solution. Biological oxygen demand (BOD)
was measured along with to the chemical oxygen demand (COD) measurements. Maximum
BOD removal was observed achieving 72% as given in Fig. 2.

3.2 Electricity Generation

The system was continuously operated for 30 days; the open circuit potential was 0.424 volt. For
the closed circuit, the operation of MOFC consisted of 4 phases Figs. 3 and 4, a rapid increase in
potential difference and current generation up to 0.28 volt and 7.0 mA was observed at the 5th
day. This rapid increase is due to the high proton transfer resulting from high water flux between
the two sides of the FO membrane. After 5 days, the potential and current maintained stable with
a slight decrease until a rapid decrease appeared after 17 days of operation. This observation was
most likely due to the water flux reduction resulting from the FO fouling which restricted the
protons transfer through the FO membrane, and then a stable condition was observed after 21
days operation due to the fact that the FO membrane was significantly fouled. The maximum

39



Number 5 Volume 21 May 2015 Journal of Engineering

obtained power density and current density were 30.02 mW/ m? and 107.2 mA/ m?, respectively
as given in Fig. 5.

3.3 Brackish Water Desalination

Results revealed that the initial TDS concentration (148000 mg/L) in the draw solution was
reduced by more than 91 + 1% (Fig. 6).These results are more favorable than the maximum TDS
removal of 57.8% previously reported by ,Zhang and He, 2012, for an osmotic microbial
desalination cell (ODMC).

4. CONCLUSIONS

This study demonstrated the validity of using a hybrid design of microbial osmotic fuel cell
(MOFC) for simultaneous biotreatment of wastewater, desalination of brackish water, and
generating bioelectricity as well. Significant relationship between COD removal from
wastewater and power generation was obtained in the MOFC fed with real domestic wastewater
indicating the validity of this bio-electrochemical system for the treatment of actual
effluents.Results demonstrated that the highest removal efficiency of COD from wastewater in
MOFC was up to 96% after 14 days of continuous operation. Experimental results indicated that
FO membrane fouling has a superior effect on the MOFC performance with respect to electricity
generation. A drop in the voltage, mainly due to FO membrane fouling was observed in MOFC
after 17 days of continuous operation. Desalination of brackish water reached 91% which is
more than the reported results in ODMC.
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Table 1. Quality of the actual domestic wastewater.

Constituent Unit Average concentration
BOD mg/L 129
COD mg/L 246
TSS mg/L 105
TDS mg/L 1750
PO, mg/L 23.8
NO3 mg/L 30

cr mg/L 625
S0,4? mg/L 850
pH 7.3-7.7

Conductivity uS/cm 2.57
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ABSTRACT

Recycled asphalt concrete mixture are prepared, artificially aged and processed in the laboratory to
maintain the homogeneity of recycled asphalt concrete mixture gradation, and bitumen content. The
loose asphalt concrete mix was subjected to cycle of accelerated aging, (short —term aging) and the
compacted mix was subjected to (long -term aging) as per Super-pave procedure. Twenty four
Specimens were constructed at optimum asphalt content according to Marshall Method. Recycled
mixture was prepared from aged asphalt concrete using recycling agent (soft asphalt cement blended
with silica fumes) by (1.5%) weight of mixture as recycling agent content. The effect of recycling
agent on aging after recycling process behavior of asphalt concrete was determine. Aged specimens
after recycling process were prepared by subjecting the recycled asphalt concrete to accelerated
aging and tested for resistance to moisture damage. The improvement in the resistance to moisture
damage of aged mixture after recycling with (soft asphalt cement blended with silica fumes) was
76.17% as compared to the corresponding aged mixture before recycling process. The ITS for
unconditioned specimens for aged after recycling process mixture was less than reference by 67.1%,
and less than that of aged before recycling process mixtures by 64.1%.

Key words: aged asphalt concrete; moisture damage; recycled asphalt concrete; recycling agent.
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1. INTRODUCTION
Most of pavement design methods are focusing on the selection of pavement structure that will have
resistance to traffic and environmental conditions. The ability of the recycled asphalt concrete
materials to withstand the effects of environmental conditions, such as water, ageing and
temperature variations without any significant deterioration is considered as essential issue in the
decision of recycling.

2. BACKGROUND

Moisture damage in asphalt concrete pavements is considered as primary cause of distresses in the
asphalt pavement layers. The exposure of asphalt pavement to water is often one of the major factors
affecting the durability of HMA. The water induced damage in HMA layers may be associated with
two mechanisms: loss of adhesion and/loss of cohesion. In the first mechanism, the water gets
trapped between the asphalt and aggregate and strips the asphalt film away, leaving aggregate
without asphalt film coverage. This happens because the aggregates have a greater affinity for water
than asphalt binder. The second mechanism includes the interaction of water with the asphalt cement
that reduces the cohesion within the asphalt cement. This will lead to a severe reduction in the
asphalt mixture strength, Wasiuddin, 2007.

Moisture susceptibility generally causes poor mixture durability. It may be caused by the loss of
cohesive bond between binder and aggregate, usually due to moisture intrusion. This is called
stripping, and it often starts at the top of the pavement and progresses downward, resulting in
raveling. Moisture susceptibility can be evaluated in the laboratory by performing stability, resilient
modulus, or tensile strength testing on unconditioned and moisture conditioned samples. Loss of
strength is due to the weakening of the bond between the asphalt cement and aggregate. To help
protect the pavement structure against moisture damage, it is necessary to determine if a mixture is
susceptible to water damage in the event of water penetration , Sondag et al., 2002.

/Al-Rousan, et al., 2008. studied the moisture damage of recycled mixtures. Two mixtures were
prepared, the first mix was composed of 100% fresh aggregate and virgin asphalt and the second
mix was composed of 30% RAP and 70% fresh aggregate and virgin asphalt. Water susceptibility of
the asphalt concrete mixes due to RAP usage in asphalt mixes was evaluated by measuring the
reduction of the Indirect Tensile Strength (ITS) after immersion in water for 24 hours at 60°C, They
concluded that the loss in ITS for mixtures containing RAP is much lower than mixtures containing
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no RAP. This was attributed to the fact that RAP contains hardened asphalt that became more
Viscous as time passes.

Xiao et al., 2009, stated that the indirect tensile strength (ITS) and tensile strength ratio (TSR) test
were conducted to evaluate the moisture susceptibility of an asphalt mixture. The results showed
that the TSR values of all of the mixtures, except the virgin mix, were higher than 85%, the use of
RAP in modified mixtures provided such benefits as decreasing the virgin asphalt binder content,
increasing the ITS and TSR values, and thus improving the moisture resistance of HMA mixtures.
,Sarsam, and Alwan 2014, studied the impact of moisture damage on pavement properties, It was
concluded that the moisture-conditioned mix has lower resistance to permanent deformation (at
1000 cycles) by 93% as compared with the unconditioned mixture. Superpave asphalt concrete was
shown to be durable against moisture damage by 81% at optimum asphalt content when compared to
the requirement of ,SCRB, 2007.

,Sarsam, and Al-Janabi 2014, studied the recycling of asphalt Mixtures with Soft asphalt or with
asphalt and Sulfur, they concluded that recycled mixtures were less susceptible to moisture damage
by an average value of 53% as compared to reclaimed mix and exceeded the I.R.S requirement of
70% value for virgin mixture.

,Sarsam, and Alwan 2015, stated in the experimental results that, in general, the mixes subjected to
moisture damage give low resistance to indirect tensile strength, low resilient modulus at 40 C, high
permanent deformation at 40 C, low stiffness, and low fatigue life, by (19%, 21%, 93%, 62% and
70%) respectively as compared with unconditioned mixture.

3. RESEARCH OBJECTIVE

The main objectives for this study are evaluating the durability performance of recycled asphalt
concrete mixture in terms of accelerated aging, moisture damage, and studying the effect of
recycling agent on aging after recycling behavior of asphalt concrete, also investigating the effect of
accelerated aging methods (Short-Term Aging) and (Long —Term Aging) on physical properties for
recycled asphalt concrete.

4. MATERIALS

The Materials used in this study are locally available and selected from the currently used materials
in road construction in Irag. One type of asphalt cement (40-50) penetration grade from Dora
Refinery was used in this study. Mineral aggregate (12.5 mm nominal maximum size gradation),
with crushed coarse aggregate (retained on sieve no.4) was obtained from AL-Nibaae quarry.
Crushed Sand and natural Sand are used as Fine aggregate (particle size distribution between sieve
no.4 and sieve no.200). One type of mineral filler (Ordinary Portland Cement) has been used in this
study, which is obtained from Badoush factory. Tables 1, 2, and 3 show the physical properties of
Asphalt cement, Coarse and Fine Aggregate and Filler respectively. Fig.1 illustrates Aggregate
gradation and specification limits.

5. ASPHALT CONCRETE

5.1 Mix Preparation

Asphalt concrete mixtures (Reference mixture) were prepared at optimum asphalt content (4.7%)
using Marshall Method. A total of 24 asphalt concrete specimens have been prepared and tested.
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5.2 Aged Materials

Reclaimed asphalt pavement (RAP) incorporated in this work was laboratory-prepared, and
subjected to aging and recycling, aged asphalt concrete mixture were prepared from asphalt concrete
mixture by subjecting the mix to two cycle of accelerated aging (Short-Term Aging) and then (Long
—Term Aging) as per Superpave procedure. Asphalt concrete mixture was spread in shallow trays
with 3 cm thickness, and subjected to two cycles of accelerated aging process by storage inside the
oven at 135°C for 4 hours (Short —term aging) then compacted in accordance with ,ASTM D1559,
2009 method. Specimens were subjected to accelerated aging process (Long — term aging) for five
days at 85°C as per Superpave procedure.

5.3 Recycling Agent

Asphalt cement of penetration grade (100-150) from Al-Dura refinery was adopted in this study and
blended with 2% of silica fumes which is obtained from local market; it is an ultra-fine powder
consisting of nearly spherical particles around 100 times smaller than a grain of cement. Other
percentages of silica fumes were also tried by testing the blend to (penetration, softening point and
ductility) and 2% of silica fume was selected. Soft asphalt was heated to nearly 110°C, and the silica
fumes were added to the asphalt cement with stirring until homogenous blend was achieved, the
mixing and stirring was continued for 30 minutes by mechanical blender. Tables 4 , 5 and 6 show
the Physical properties of Silica Fumes, Physical properties of Soft asphalt Cement and Physical
properties of recycling agent [Soft Asphalt Cement (100-150) blended with Silica fumes]
respectively, Soft asphalt cement blended with silica fumes will be referred as "Soft AC+ Silica
fumes" in this study.

5.3 Preparation of Recycled Mixture

Aged specimens were heated to 140° C to become loose. 1.5 % of the recycling agent based on
previous work by ,Sarsam, 2007, was added and mixed for two minutes until all mixture is visually
coated with recycling agent. Marshall Specimens were constructed from the loose recycled mix after
heating the material to 150°C.

5.4 Preparation of Aged Mixture after Recycling

Recycled specimens were also heated to 140°C to become loose, then spread in shallow trays with
3cm thickness and subjected to two cycles of accelerated aging process by storage inside the oven at
135°C for 4 hours (Short —term aging). The aged asphalt concrete was then compacted in
accordance with ,ASTM D1559, 2009, method and subjected to accelerated aging process (Long —
term aging) for five days at 85°C as per Superpave procedure.

6. LABORATORY EVALUATION OF MOISTURE DAMAGE
6.1 Indirect Tensile Strength Ratio Test

The test was performed to evaluate the moisture damage resistance of mixtures, and the procedure
followed ,ASTM D4867, 2009. A set of six specimens were prepared, three specimens were tested
for indirect tensile strength by storing in a water bath at 25°C for 30 minutes, and an average value
of ITS for these specimens was computed as SI (ITS for unconditioned specimens). The other three
specimens were conditioned by placing in volumetric flask 4000-ml heavy- wall glass filled with
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water at room temperature of 25°C, then a vacuum of 28mm Hg (3.74 kPa) was applied for 5to 10
min. to obtain 55 to 80 % degree level of saturation. The specimens then placed in deep freeze at -
18°C for 16 hours. The frozen specimens were moved to a water bath for 24 hours at 60°C, then they
were placed in a water bath at 25°C for 1 hour, and they were tested for indirect tensile strength, the
average value was computed as SII (ITS for moisture-conditioned specimens). The indirect tensile
strength was calculated by Eq.(1)

ITg =22 (1)

Toxt*D

Where:

ITS = Indirect tensile strength, KPa

P =Maximum load resistance at failure, N

D = Diameter of specimen, mm

T = Thickness of specimen immediately before test, mm.
The indirect tensile strength ratio was calculated using Eq. (2).

TSR=2:+1000 2)

Where:

TSR = Indirect tensile strength ratio, %
SI = Average ITS for unconditioned specimens, kPa
SII = Average ITS for moisture-conditioned specimens, kPa

7. ANALYSIS AND DISCUSSION OF TEST RESULTS

The ITS for unconditioned specimens for aged mixture was lower than reference mixture by 8.37%,
it may be attributed to the fact that failure plane was different from that of Marshall test and it was
very stiff mix in moderate temperature so it fails faster than others. For recycled mix, specimens
showed higher deformation on failure (higher flexibility) of recycled mix when compared with the
reference mixture, it was lower than that of reference by 42.21%, this might be related to the density
of recycled mix which is lower than reference mix, and the higher viscosity of binder in recycled
mix compared to reference mix. This agrees well with the findings addressed by Celauro et al.,
2010, ,Silva et al., 2012 and ,Sarsam, 2007. The tensile strength for aged after recycling process
was less than reference by 67.1%, and less than aged mixtures by 64.1%, such behavior was related
to decrease of stiffening of mixture in (STA and LTA) mix due to the effect of recycling agent.

Fig. 2 illustrates the ITS values for each mixture type.

Tensile strength ratio shows low values as compared with reference mixtures, (57.58%) for (STA+
LTA) mixture. This could be due to aging process so the resistance to water damage decrease. On
the other hand, the recycled mix shows higher values when compared with aged mixtures. This was
due to recycling process so the resistance to water damage increase and become more susceptible to
temperature due to the increase in binder content of this mixture, such finding agreed with ,Sondag
et al., 2002 ,Xiao and ,Amirkhanian, 2007. TSR was lower than that of reference about 16.47%.
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The result showed that tensile strength ratio of aging after recycling mixture shows good resistance
to the action of water when compared to the aged mixture before recycling process. TSR was more
than that of (STA+LTA) mixture by 76.17% and less than that of reference mix by 25.26%. Fig.3
illustrates TSR for each mixture type.

8. CONCLUSIONS

1.

2.

3.

The ITS for unconditioned specimens for aged after recycling process mixture was less than
reference by 67.1%, and less than that of aged before recycling process mixtures by 64.1%,
it was related to decreasing of stiffening of mixture in aged mix due to the effect of recycling
agent.

Aged mixtures showed lower resistance to moisture damage, the percentages of variation for
(STA+LTA) mixture as compared to reference mixture was -57.58%, On the other hand, an
improvement in mixtures properties when recycled with (Soft Ac+ Silica Fume) recycling
agent, properties was noticed when the percentages of variation of mixtures properties
compared with reference mixture is about -16.47%.

Aged after recycling mixtures had good resistance for water damage, the percentage of
improvement for aged after recycling process mixture was 76.17% as compared to aged
mixture before recycling process.
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Table 1. Physical properties of asphalt cement.

Property Test Conditions ASTM Designation No. | Value S.C.RB.
Specification
Penetration 25°C,100gm, 5sec D5-06 41 40-50
Softening point (ring &ball) D36-895 49°C -
Ductility 25°c ,5cm/min D113-99 >150 +100
Specific gravity 25°C D70 1.04 -
Flash point Cleveland open cup D92-05 275 °C >232
After thin film oven test properties D1754-97
Retained penetration | 25°C, 100gm, 5sec D5-06 60% 55>
Ductility of residue 25°C ,5cm/min D113-99 85cm 25>
Loss on weight 163°C, 50g, 5 hrs. 0.3 _
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Table 2. Physical properties of coarse and fine aggregate.

Property | Value | ASTM Designation No.
Coarse Aggregate
Bulk specific gravity 2.584 C127-01
Apparent specific gravity 2.608 C127-01
Water absorption % 0.57% C127-01
Wear %(los Angeles abrasion) 13.08% C131-03
Fine Aggregate

Bulk specific gravity 2.604 C128-01
Apparent specific gravity 2.664 C128-01
Water absorption % 1.419% C128-01

Table 3. Physical properties of filler (cement).

Property Value
Bulk specific gravity 3.14
% Passing Sieve N0.200 96

Table 4. Physical properties of silica fumes.

Property Value
Bulk specific gravity 2.134
% Passing Sieve N0.200 100

Table 5. Physical properties of soft asphalt cement.

Property Test Conditions ASTM Designation No. | Value
Penetration 25°C,100gm, 5 sec D5-06 120
Softening point (ring &ball) D36-95 25°C
Ductility 25°C ,5cm/min D113-99 80cm
Flash point Cleave land open cup D92-05 250 °C
After thin film oven test properties D1754-97
Retained penetration of residue 25°C, 100gm, 5 sec D5-06 66%
Ductility of residue 25°C ,5cm/min D113-99 30cm
Loss on weight 163°C,50g,5hr 0.35%
Table 6. Physical properties of soft asphalt cement (100-150) blended with silica fumes.
Property Test Conditions ASTM Designation No. [ Value
Penetration 25°C, 100gm, 5 sec D5-06 163
Softening point (ring &ball) D36-95 35°C
Ductility 25°C ,5cm/min D113-99 88cm
Flash point Cleveland open cup D92-05 260 °C

After thin film oven test properties D1754-97
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Retained penetration of residue 25°C, 100gm, 5 sec D5-06 53%
Ductility of residue 25°C ,5cm/min D113-99 22cm
Loss on weight 163°C,509,5hr 0.2%
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Figure 1. Selected aggregate gradation and specification limits.
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Figure 2. ITS values for each mixture type.
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Figure 3. TSR for each mixture type.
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ABSTRACT

The current research illustrates experimentally the effect of series and parallel connection (Z-I
Configurations) of flat plate water solar collectors array on the thermal performance of closed loop
solar heating system. The study includes the effect of changing the water flow rate on the thermal
efficiency. The results show that, the collector's efficiency in series connection is higher than the
parallel connection within flow rate level less than (100) ¢/hr. Moreover, the collector efficiency in
parallel connection of (I-Configurations) is more than the (Z- Configurations) with increasing the
water flow rate .The maximum daily efficiency for parallel (I-Configurations) and (Z-
Configurations) are (55%) and (51%) at water flow rate (150) ¢/ hr. It was also noted that the
thermal stratification of storage tank in case of series connection is higher than that of parallel
connection. Also, when the flow rate increases, the thermal stratification of storage tank reduces.

Keywords: flat plate, solar collectors.
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1. INTRODUCTION

Many numerical and experimental studies were done by of many researchers. Wamg, and WU,
1990. studied the performance of flat plate solar collector arrays connected in parallel by analysis a
new discrete numerical model is proposed to calculate the flow and temperature distribution in solar
collector arrays. The numerical results show that, there are some difference in flow and heat transfer
between single collector and large collector array because of the flow non uniformity. Bong, et al.,
1993. studied a theoretical model for the determination of efficiency, heat removal factor and the
outlet water temperature of single collector and an array of flat heat pipe collectors. The results
show that ,for flat plate heat pipe collector ,or when two or more collectors connected in series ,there
is linear relationship between the efficiency and parameter (Ty-Ta/l) under steady state conditions .
A solar heating system with a water source heat pump was investigated experimentally in north
China by ,Kuang, et al., 2003. The system consists of five flat plate solar collectors were combined
in a parallel array with a total net area of (11 m?). The results show that, a good thermal performance
because of the low operating temperature. The high collector efficiencies were obtained, and the
mean value was (67.2%) . The use of an auxiliary heater inside the storage tank lead to a waste of
energy due to the large heat loss from the storage tank, Myeong , et al., 2006 showed a collector
consists of a network of riser tubes and headers. If the rows of the flat- plate collectors connected in
series , they form a large flat- plate collector . They found that the thermal efficiency of the collector
assembly is mainly influenced by the number of riser tubes, collector aspect ratio, mass flow rate,
thermal conductivity and thickness of absorber plate. Differences in the range of (2.5%-8%) were
detected depending on the specific parameter tested. Yi-Mei, et al.,, 2012, presented a
Thermosyphon solar water heater employed in applications when considerable hot water
consumption is required. In this experimental investigation, eight typical Taiwanese solar water
heaters were connected in series. The temperature stratification and thermosyphon flow rate in a
horizontal tank were evaluated. The system was tested under no-load, intermittent and continuous
load conditions. The thermal efficiency for intermittent load conditions is about (5.8% to 7.0%)
higher than the value for the no-load condition. Khaled, et al., 2012, presented two systems. The
first, Solar Direct Hot Water, which is composed of flat plate collectors and thermal storage tank,
the second, a Solar Indirect Hot Water in which they added an external heat exchanger of constant

56



Number 5 Volume 21 May 2015 Journal of Engineering

effectiveness to the first system. The total number of collectors is adjusted to sixty collectors. For
the first system, they found the number of series collectors in solar thermal systems must be limited,
the same for both direct and indirect systems. Both the series connection and optimized mass flow
rate have a positive effect on the system performance, but the range of optimum mass flow rates
decreases when a flat plate collector is added in series. The present work is study the effect of
parallel and series connections of thermal performance and stratification of storage tank of three flat
plate solar collectors array in closed loop system with different flow rates and different inlet and
outlet flow directions.

2. EXPERIMENTAL WORK

The components of the experimental test rig consist of three identical flat plate solar collectors in
closed loop system, each one with absorbing area of (80cm * 120cm) with one glass cover. Also ,it
consists of eight equally spaced parallel copper riser pipes of (10.5mm inner and 11mm outer)
diameters , and (1200mm) length. The distance between each centerline of tubes is (10 cm). These
pipes are connected with two headers. The headers are made of copper material with (4.1cm) outside
diameter and (80cm) length. Each of headers consists of several holes ,two holes in the sides and
one in the middle (between riser 4-5 ) which lead to the inlet and outlet of the collector . The
absorbing plate was manufactured in fabricated way through the work as curve surrounds riser pipes
to increase the surface area of contacts between the plate and the riser pipe as shown in Fig.1. A
copper sheet with (0.5mm) thickness is used as the solar radiation absorber The riser pipes are fixed
on the absorbing plate by welding lead along the riser pipes as shown in Fig. 2 . The collector frame
is made of aluminum bars of (1.5mm) thick as shown in Fig.3 . A glass sheet is used as a transparent
cover of the collector with (4mm) thickness. A glass wool insulation of (50 mm) thickness was used
as insulator to decrease the collector back and side heat losses. A cylindrical galvanized steel tank
with (0.58 m) outside diameter and (1 m) height is used for storing hot water. The tank is insulated
by a (50mm) thickness glass wool. Figs. 4-a and 4-b show the storage tank and position of
thermocouple inside it .A plastic pipe of (156mm) diameter is used between the components of the
closed loop system. They connect the storage tank, water circulation pump, flow meter and solar
collectors with each other as closed loop system. The equivalent length of the closed loop in each
system is (11 m) . The pipes in each loop are insulated with (25 mm) thick of glass wool insulation.
In order to circulate the water in the system, a small circulation pump (CRS25/4-180) is used in
closed loop to make the forced circulation. The water mass flow rate in the closed loop is controlled
by using valves and measured with flow meter (1zs-15-Range (60-600LPH) with accuracy 4%. The
mass flow rates used, are (60,100 and 150) €/hr. The spray paint (RUSTOLEUM high heat) as the
absorber surface paint is used. This Coating has high absorptance (0.92-0.96) for solar radiation is
used to substrates with low emittance (0.24 ) ,Rhett,2013.

2.1 Measuring Devices and Data Analyzing
In order to measure the temperature at various points of the absorbing plate, water storage tank,
inlet and outlet of collectors, T type thermocouple (copper- constantan) with the accuracy of (£0.5°
C) is used. The thermocouples were calibrated before beginning of the experiments. The
measurement of the temperature distribution of the absorbing plate is done by using three
thermocouples, one located at the centerline of the absorbing plate and the others at top and bottom
with space distance of (50cm) from the centerline from the absorber plate. All thermocouples are
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connected to the data logger, that’s connected to a digital electronic thermometer (UT325-0.1C
resolution). The data is interfaced to the computer and then displayed as a table. The ambient
temperature is measured by using a digital electronic thermometer. The solar power radiation on the
collector is record by solar meter with rang varied from (0 to 2000 W /m?. This device measures the
total solar radiation (beam and diffuse) per unit area of the collector surface. This device could be
recorded the data and save them in (SD Ram). The solar power meter was oriented due to the south
at a collector tilt angle (35). This angle has been adopted for all cases of examination. To calculate
the solar radiation depending on the recommended average days for months and values of n by
months ,Duffie and Beckman, 2006. This is the recommended angle maximum yearly useful
energy.

The governing relations used in the present work are:
1. Water mass flow rate (m,,)

my, = py .V 1)
m,,: mass flow rate kg /s

V,,: Water volume flow rate (m*/s)

The water density varies with its temperature according to the equation ,Sinem, E., 2011.

pw = 1000 * (1 — (T + 288.9414)/(508929.2 * (T + 68.12963)) * (T — 3.9863)? (2)

2. Useful energy (Qy)
Qu =my. (Cp)water . (Tfout - Tfin) (3)

Trapezoidal rule has been used to calculate the Useful energy (Q,) for three flat plate solar
collectors array ,Maytham, 2014.

Q Qun
Qu = g{qt:b[%+QU2+QU3+___+%] (4)
Q
‘ZU:A_LC, ()

3. The total solar radiation for the flat plate solar collectors array

Qr = N * Ac b %[22 + GTy + GTy + — + =] (6)
4. To calculate the solar collector’s array efficiency
p = - (7)

Ac -QR

The mean fluid temperature is calculate by
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T¢in+T
Tm:w (8)

5. To calculate the instantaneous collector efficiency was taken as half an hour for one collector

N =~ )

T Ac .Gr

6. The instantaneous collector efficiency for the flat plate solar collectors array

_ Diatniz+nis
Niqv. = N (10)

2.2 Test Model

The model, consist of three flat plate solar water collectors connected parallel connection (Z-
configuration and | configuration) as shown in Figs. 5 and 6 and series connection as shown in
Fig.7 In this model three different flow rate of (60,100,150) ¢/hr. are used in this study.

2.3 Test Procedure
The experiment was carried out in Baghdad from (10" March to 15™ April 2014) and these
experiments were carried out during sunny days only .The slope angle of three closed looped
collectors is (35 deg.). The collectors was tested under steady-state conditions in which the solar
intensity, ambient temperature, inlet and outlet temperature difference were considered constant
for period of time. The period was taken as half an hour for a clear day. The type of test was to
estimate the instantaneous performance of the system. Before each test, the following preparations
were made.
e The closed collector loop was filled with water, the glass cover of the collectors were
cleaned.
e The storage tank, was filled with water and the pump was operate with the maximum flow
rate half an hour every day before starting the experiments, to eliminate trapped air from
the system .
e The system was tested with three different flow rates of water through the collector loop.
e Ineach case, experiments usually started at (8 am and continued until 5 pm).
e In each test and each time period all the measurements of temperatures, solar radiation
intensity, the instantaneous efficiency, heat collection and absorbing energy were recorded
for each collector.

3. RESULTS AND DISCUSSION
3.1 Relationship between Solar Energy and Useful Energy and Absorber Plate Temperature

Fig.8 shows the relationship between solar energy and useful energy, for three different
connections of flat plate solar collectors array at different flow rates and flow directions. It is
clear that the useful energy curves have the same trends of the solar radiation. The results show
that as the mass flow rate increases, the useful energy gain increase. The useful energy of the
series connection is greater than parallel connections when the flow rate at (60) ¢/hr. But when
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the flow rate increases the useful energy of series connection decreases. This effect, because of a
long the path that the fluid interrupted by series connection than parallel connection .This
confirms that the thermal losses in parallel connection less than series connections when the flow
rate increase. In the parallel connection, the useful energy gain of (I-Configuration) greater than
(Z-Configuration), because of increase the particle mixing due to increase mass flow rate in the
middle risers than side riser pipes and hence the heat transfer coefficient increase. Tables 1,2 and
3 show the variation of useful energy with time for different flow rates presented in this study.
The behavior of useful energy obtained for one collector (Z-Configuration) at the flow rate 100
t/hr. as compared with ,Maytham, 2014, as shown in Fig.9 . In Fig .10 shows, the temperature
distribution of the absorber plate and ambient temperatures with time as shown in. The
temperature of the absorber plate is not the same, where (Tp3>Tp,>Tp1) because of, the
temperature of the absorber plate increase along the direction of water flow in risers.

3.2 Performance Test of Solar Water Heating

The instantaneous collector efficiencies curves for three different connections are shown in Fig's. (11
and 12) they observed clearly that when the mass flow rate increases, the instantaneous collector efficiencies
increases and the temperature difference decrease. This can be due to the lower mass flow rate which takes
more time to absorb solar radiations ,Duffie and Beckman, 2006. The decreasing of the temperature
difference between absorber plate and ambient lead to decreasing thermal losses in collector, then the
collector efficiency will increase, Peter, 1979. The instantaneous collector efficiencies curves for parallel
connection is higher than series connection at flow rate increase, because of thermal losses in parallel
connection less at rates greater than series connections when the flow rate increase. The results show the
overall daily efficiency of 100 €/hr. of parallel connection (I-Configuration) is (50%), while parallel (Z-
configuration) and series connections are (47.6% and 42%) respectively .For increase mass flow rate to 150
2/hr. , the overall daily collector efficiency increasing. In (I-Configuration) is (55%) while, (Z-configuration)
and series connections are (51% and 48.4%) respectively. Table 4. Instantaneous collector efficiencies
with time at flow rates (100-150 ¢/hr.).The data of instantaneous collector efficiencies for one collector
(Z-configuration) at 150 €/hr. as compared with ,Herrero , et al ., as shown in Fig.13.

3.3 Effect the Stratification of Storage Tank

Thermal stratification in storage tanks has a significant positive effect on the system efficiency.
Figs. 14 and 15 show the effect of stratification of storage tank for different flow rates. The water
temperatures difference between the top and bottom in the storage tank in case of series connection
for the mass flow rate of order (60,100 and 150) ¢/hr. at (11 am) are (11.3°C, 8.5°C are 7.8°C)
respectively. While, the water temperature difference in case of parallel connection (Z-
Configuration) are (9.3°C, 6.5°C and 5.8 ° C) respectively, and in case of parallel connection (I-
Configuration) are (8.1°C, 7.1°C and 6 ° C) respectively for the same water flow rates and time
period. Therefore the stratification of storage tank in case of series connection is higher than the
parallel connection mode. The average water temperature of the storage tank at the end periods (3-5
pm) in case of parallel connection is higher than the series connection. Where the maximum average
temperature at (Spm) for the flow 100€/hr. in case of parallel connection (I-Configuration) is (64.2°
C) and in case of (Z-Configuration) is (63.5°C), while the maximum average temperature in case of
series connection is (61.2 ° C). This because of the parallel connection stored larger quantities of
energy than the series connection. Due to, increase the temperature drops, resulting in higher inlet
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temperature to the second and third collectors .That's leads finally to reduce the temperature
difference significantly in case of series connection mode .

4. CONCLUSION
From the present work, we can conclude that:

The efficiency of series connection greater than parallel connection at low flow rate.

The useful energy gain of (I-Configuration) greater than (Z-Configuration) when increase
mass flow rate.

That higher thermal stratification in the storage tank can be achieved by using a smaller flow
rate.

The stratification of series connection is more than parallel connections.
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NOMENCLATURE

Ac=collector area, m-.

b= time increments, s

Cr waer=specific heat capacity of water, kJ/ kg.K .

Gr=incident solar radiation, W/m?.
I=hourly solar radiation, J.
N=number of collectors.

n =for ith day of month

Qu=useful energy, W.

q.= useful energy per unit area,W/m?.
gt=the useful energy with time (b)
Qr=total solar radiation, W/m>.

ta=ambient temperature,°C.

Tsin=inlet fluid temperature,°C.

Trour=outlet fluid temperature,°C.

Tm= mean fluid temperature,°C.

Tp=absorber plate temperature,°C.
Ts=storage tank temperature,°C.
my,=water mass flow rate ,kg/s.
pw=water density, kg/m?.
I=collector efficiency.

I]);= instantaneous efficiency.
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Table 1. The useful energy with time for different connection at flow rate (60€/hr.).

Time qu-ser.(W/m?) qu-Z- (W/m?) qu-1-(W/m?)

8.00am 174.784 196.633 168.54
8.30am 243.45 230.969 218.48
9.00am 287.153 284.033 259.06
9.30am 340.217 315.246 318.362
10.00am 368.306 371.4274 358.94
10.30am 390.158 393.279 396.39
11.00am 415,127 424.4911 440.09
11.30am 399.51 433.854 455.7
12 noon 383.915 446.3387 477.54
12.30am 377.672 424.4911 446.33
1.00pm 337.03 390.158 412
1.30pm 305.879 349.581 349.58
2.00pm 265.304 312.125 324.61
2. 30pm 227.847 268.419 287.15
3.00pm 156.05 221.6 196.62
3.30pm 109.233 162.299 146.68
4.00pm 59.298 109.233 68.65
4.30pm 28.08 46.8 40.56
5.00pm 9.362 18.725 21.846

Absorbing plate was fabricated through the work
of curve surrounds riser pipes

Figure 1. Absorber plate geometry.
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Figure 2. A copper sheet welding on riser pipes.

ventilate the tank T % from the collector

K
i

1m

to the collector

— ]

Figure 4-a. Position of thermocouple inside Storage tank Figure 4-b. Water storage tank
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Figure 5. Three flat plate solar collector's connection in parallel mode (Z — Configuration).
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Figure 7. Three flat plate solar collector's connection in series.
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Figure 9. Comparison the behavior of useful energy between the present work and other work.
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Figure 11. Performance test of series connection and parallel connection (Z-Configuration).

68



Number 5 Volume 21 May 2015 Journal of Engineering

a |-c°nfiguration at 60 z/hr = |'c0nflgurat|0n at 100 Z/hr
(=
>
g o054, 2 o072 -
8 066 -
g 048 -
g 08 £ 06 $¥,
£ 042 1 S 054 -
2 036 g 048
3 ] 3 042 -
9 0.3 2 036
g 024 1 g 03 -
£ 018 - S 024 -
8 012 £ 018 -
a 2 012 -
£ 0.06 - ~0.06 -
¢ —----F--—+ 0ot
0 0.015 0.03 0.045 0.06 0.075 0.09 0.105 0.12 0.135 0.15 0.165 0.18 0 0.0150.03 0.045 0.06 0.075 0.09 0.105 0.12 0.135 0.15 0.165 0.18
Tm-Ta/GT Tm-Ta/GT
I-Configuration at 150 {/hr
=
2 0.78 -
£ 072 -
2 0.66 -
& 0.6
o 0.54 -
w 0.48 -
2 042 -
g 036 |
£ 074 -
s 0.18 -
B 012 -
£ 006 -
0 . . . . . . . .
0 0.015 0.03 0.045 0.06 0.075 0.09 0.105 0.12
Tm-Ta/G
Figure 12. Performance test of I-configuration flat plate solar collectors array.
0.90 +
080 & z-configuration 150 I/h
E Z-Configuration at 150 I/h-Herrero M.
0.70 + 0.7 A
Fa 0.65 -
0.60 ‘1—\& 005;5 .
0.50 + S~ 0.5 -
= E ~— 0.45 -
040 - e o 04 -
b E ~— = 035 -
030 £ ~— 3 -
E o Obzg 1
020 ¢ 0.15
E 01 -
0.05 -
0 —
0 0.015 0.03 0.045 0.06 0.075 0.09 0.105 0.12 0.135 0.15 0.165
Tm-ta/GT

Figure .13 Comparisons the performance test at flow rate 150 £/hr.

69



Number 5

Volume 21 May 2015

Journal of Engineering

Series connection at 60 €/h Z-Configuration 60 €/h

70 4 ——T51 70 7

65 - 65 - ——Tsl
<3 ~= || | v 52

il © 55 -
£ s0 - 73 5 50 - —+—Ts3
s 45 ~ ——TS4 ® 45 A —»—Ts4
@ 207 ——TS5 g 407 ——
8 35 - 2 35 - Ts5
£ 30 - —e—TS6 £ 30 - —o—Tsb
ﬁ 25 4 2 25 -
20 - 20 -
15 . 15 —
R N ST S S S
) DT N N N IRV A2 Y
Y oy T o T N
Time
Z-Configuration at 100 €/h
——TS1 2(5) . ——TS1
9 —a—TS2 9 60 - —a—TS2
2 —a—TS3 e 2(5) b . TS3
2 ——Ts4 215 - ——TS4
= —%—TS5 S 40 -
(] (] ——
o Ts6 2 35 - TS5
£ e € 30 - —o—TS6
* &
. 15 —
NS N, S S S
97 O T QO NIV X0
Yo7 TN Y
Time
Series Connection at 150 €/h ol Z-Configuration at 150 €/h
s ——TS1

65 —=—Ts2 65 -

60 - Ts3 60 - wTS2
55 - Q55 - —+—TS3
@ 50 ——Ts4 o 50 - ——TS4
S 45 - 5 45 -

-y s 2 43 ] —%—TS5
E_ 35 - o Ts6 @ 35 - —e—TS6
£ 30 1 g 30 -
Iq—, 25 o 25 -
20 = 20 -
15 — T T T — T T 15 —_—
QV"@Q‘?"@ '\FQ ‘7"@ Q@ Q® QQ»S®¢,Q® @ ‘?§§ ‘?Q ??v Q® ‘2® Q® b?@ Q@
& NN RV AV A2, N 9" T RNV T N O
SN R N2 T % oy R NI A
Time Time

Figure 14. Stratification of storage tank of parallel (Z-Configuration) and series connections.
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ABSTRACT

Soil stabilization with stone powder is a good solution for the construction of subgrade for
road way and railway lines, especially under the platforms and mostly in transition zones between
embankments and rigid structures, where the mechanical properties of supporting soils are very
influential. Stone powder often has a unique composition which justifies the need for research to
study the feasibility of using this stone powder type for ground improvement applications. This
paper presents results from a comprehensive laboratory study carried out to investigate the
feasibility of using stone powder for improvement of engineering properties of clays.

The stone powder contains bassanite (CaSO,. %2 H,0), and Calcite (CaCOg3). Three percentages are
used for stone powder (1%, 3% and 5%) by dry weight of clay. Several tests are made to investigate
the soil behavior after adding the stone powder (Atterberg limits, Standard Proctor density, Grain
size distribution, Specific gravity, Unconfined Compressive test, and California bearing ratio test).
Unconfined Compressive tests conducted at different curing. The samples are tested under both
soaked and unsoaked condition. Chemical tests and X-ray diffraction analyses are also carried out.
Stone powder reacts with clay producing decreasing in plasticity and The curves of grain size
distribution are shifted to the coarse side as the stone powder percentage increase; the soil becomes
more granular, and also with higher strength.

Keywords: strength improvement of clay, soil-stone powder mix, effect of stone powder.
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1. INTRODUCTION

Pre-construction treatment of soft and weak deposits is necessary to ensure safety and stability
of the building or infrastructure. The conventional method of soil stabilization is to remove the weak
soil and replace with a stronger material, Ingles, and Metcalf, 1972. The high cost of this method
lead to researchers to look for alternative methods, and one of these methods is the process of soil
stabilization using stone powder.
Stone powder used may improve the engineering properties of clay to make them suitable for
construction. The many advantages of stone powder, including low expansion, even after 48 hours
and improved compressive strength. This paper presents a summary of a research project
investigating one of the alternatives to improve soil. Specifically the paper presents results of a
laboratory investigation of the stabilization properties of clay blended with stone powder.

2. REVIEW OF LITERATURE
Projects of Civil engineering located in soft clay have traditionally considered improving soil
properties by using cement, lime and silica fume. Lately projects containing soil mixed with fly ash
have been reported, Reyes and Pando, 2007. For the particular case the stone powder no literature
was found reporting ground improvement applications, constitutes stone powder a cost effective and
environmentally beneficial alternative with considerably less capital investment.

3. EXPERIMENTAL PROGRAM
The feasibility of using stone powder is investigated through a comprehensive laboratory
experimental program. The program primarily involved assessing the stabilization characteristics of
a clay soil when blended with stone powder. The stabilization characteristics are measured in terms
of strength and stiffness gain, etc.
The following subsections describe the materials used (clay soil, stone powder), and experimental
procedures (sample preparation, and test procedures).

¥.Y Materials
Two materials are used for the laboratory experimental program carried out in this research: clay
soil and stone powder.

3.1.1 Clay soil

The clayey soil used for this study is obtained from Baghdad city, located in center of Irag. The
geotechnical properties of the clay are determined by conducting grain size distribution, specific
gravity, Atterberg limits, standard proctor density, unconfined compressive, and California bearing
ratio (CBR). A summary of the main properties of the clay used for this research is presented in
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Table 1. A grain size distribution analyses was carried out following ASTM Standard D 422
indicating the clay had 1% sands, 61% silt sizes, and 38% clay sizes. According to the Unified soil
Classification system this soil classifies as a CL which corresponds to low plasticity clay.

3.1.2 Stone powder

Stone powder is defining a hard stones for dies characterized by enhanced hardness and low
expansion. It can exhibit both pozzolanic and cementations properties. They must have high
resistance to compression and abrasion. Stone powder is used in the teeth manufacture, chrome
models. The product not classified as hazardous pursuant to directives 67/548/EEC and 1999/45/EC
and subsequent amendments and upgrades and does not contain substances classified as being
hazardous to human health or the environment pursuant to 67/548/EEC and subsequent
amendments. The quantitative X-ray diffraction test is conducted on sample to determine the
mineral contents of the stone powder. The State Company of Geological Survey and Mining,
Ministry of Industry and Minerals, conducted this test.
Stone powder is contains some Calcite (CaCQ3), and calcium sulfate (CaSO,. ¥2 H,0). A summary
of the main properties of the stone powder used for this research is presented in Table 2.

3.2 Experimental Procedures

Prior to soil treatment, the clay soil from Baghdad city is air dried for two weeks and then
processed using crushing equipment. The maximum particle size of the soil is restricted to 4.75 mm
which corresponds to the opening of a standard Sieve No. 4.
The amount of stabilizer to be used is found from the following formula, Geiman, 2005.

Amount of stabilizer = 2= Yeot (1)
(1+w)

where

ps= Percent by dry weight of stabilizer to be used,

Wit = Wet weight of batch prior to addition of stabilizer, and

w = Moisture content of soil prior to addition of stabilizer, expressed as a decimal.

Soil samples treated with stone powder are prepared with three amounts of stone powder (1, 3, and
5% of stone powder by weight).

The geotechnical properties of the clay stabilized with stone powder are determined by conducting
the following laboratory tests.

1. Grain Size Distribution: Tests for sieve, and the hydrometer analysis, are performed after
removing any unusually big chunks of clay. The test procedure provided in ASTM test
designation D422.

2. Specific Gravity: Values for specific gravity of the soil solids are determined according to
(B.S. 1377:1990, test No. 6 B) by placing a known weight of oven-dried soil in a flask, then
filling the flask with water.

The weight of displaced water is then calculated by comparing the weight of the soil and
water in the flask with the weight of flask containing only water. The specific gravity is then
calculated by dividing the weight of the dry soil by the weight of the displaced water.

3. Atterberg Limits: The liquid and plastic limits are determined in accordance with ASTM test
designation D4318.
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4. Standard Proctor Density: These tests are conducted on the clay samples treated with stone
powder for determination of the moisture density relationship (ASTM D698).

5. Unconfined Compressive Tests: The specimens for unconfined compressive strength tests of
clay soil blended with stone powder, are all prepared to the same target moisture content of
14.8% (i.e., the optimum moisture content of the untreated soil). The soil- stone powder
samples are compacted inside standard proctor mold. The soil- stone powder blends are
compacted by placing the mixtures in 3 equal layers and applying 25 blows to each layer
using the standard proctor hammer. The sample for unconfined compressive strength tests is
prepared 36.5 mm in diameter and 72.5 m in height. The samples are tested under both
soaked and unsoaked. The unsoaked compacted samples are kept in box. The specimens are
periodically sprayed with water for curing of 3, 7 and 28 days. At the end of the required
curing period, the samples are withdrawn from the box, and kept in unconfined compression
test machine. Another set of samples is also kept submerged in water for the periods
mentioned as above before testing under soaked condition.

Unconfined compressive tests are also carried out on uncured samples which are tested
immediately after compaction, i.e., corresponding to an age of 0 day .A test procedure in
general accordance with ASTM Standard D 2166.

6. CBR Tests: California Bearing Ratio tests are conducted using the procedure given in ASTM
test designation D 1883-07. The samples are soaked for 4 days before performing the tests. A
penetration rate of 1.25 mm per minute was used.

4. LABORATORY TEST RESULTS AND DISCUSSION
4.1 Grain Size Distribution

The grain size distribution curves for soil- stone powder mix, as obtained from sieve and
hydrometer analyses are presented in Fig. 1. The curves are shifted significantly to the coarser side
as the stone powder percentage increases; the soil becomes more granular. This may be caused by
the immediately pozzolanic reaction which causes the flocculation of clay particles. The results of
tests are listed in Table 3.

4.2 Specific Gravity

Fig. 2 shows the specific gravity values of the soil mixed with different percentages of stone
powder. Also, it shows the decrease in specific gravity of soil with increasing of stone powder
content due to the low values of the specific gravity of stone powder.

4.3 Atterberg Limits

In this section, the clay consistency is investigated during soil stabilization. The effect of adding
stone powder to the clay soil on Atterberg limits is shown in Fig.3. One can notice a decrease in
liquid limit because the calcium of the stone powder exchanges with the adsorbed cations of the clay
mineral, resulting in reduction in size of the diffused water layer surrounding the clay particles.
This reduction in the diffused water layer allows the clay particles to come into closer contact with
one another, causing flocculation/agglomeration of the clay particles. A reduction in plasticity
happens when the clayey soil is mixed with stone powder due to converting the soil to the granular
mass and at the same time the bonds between the soil particles become stronger due to cation

75



Number 5 Volume 21 May 2015 Journal of Engineering

exchange that takes place between negative ions on the surface clay particles and the calcium ions of
the stone powder.

4.4 Compaction Tests

Figure 4 shows the relationship between dry unit weight and water content for different stone
powder contents. While Fig.5 presents the effect of stone powder on the optimum water content, and
Fig. 6 shows the effect of stone powder on the maximum dry unit weight.
It can be seen that there is a decrease in compactive effort due to reduction in the parallel orientation
to the clay particles, Fig.4 while Fig.5 shows that the optimum water content increases from 14.8%
to 17.21% at 5% stone powder. In Fig.5, the increase in the optimum moisture content is due, in
spite of the reduced surface area caused by flocculation and agglomeration, to the additional fine
contents to the samples which requires more water in addition to the stone powder that needs more
water for the pozzolanic reactions to take place. The increase in optimum moisture content due to
addition of stone powder may be caused by the absorption of water by stone powder.
The variations of maximum dry unit weight and stone powder content showed that stabilizer content
decreases the maximum dry unit weight from 17.8 to 17.21 kN/m°, Fig.6. The relatively low unit
weight of stone powder treated samples of clay coupled with the observed increase in unconfined
compressive (as discussed later in the paper) is an important consideration in determining suitability
of stone powder treated clay for construction work.

4.5 Unconfined Compressive Tests

The relationship between unconfined compression and time are shown in Figs.7 and 8 for stone
powder in unsoaked and soaked condition respectively. Unconfined compressive tests on untreated
soil are shown in Fig.9.
From the results for two conditions, it can be observed that the stone powder increases, this will lead
to shear strength of the stabilized soil gradually increases with time mainly due to pozzolanic
reactions. Interaction between water with stone powder lead to produces calcium hydroxyl. Calcium
hydroxide in the soil water reacts with the silicates and aluminates (pozzolans) in the clay to form
cementing materials or binders, consisting of calcium silicates and/or aluminate hydrates. For stone
powder -soil mixture at the same stone content, the effect of increasing the curing is to increase
strength. The curing and temperature has been found to affect the long term reactions between stone
powder and clay. The increase factor of the unconfined compression strength in 28 days for the
soaked and unsoaked condition is shown in Table 4 and Table 5 respectively. the five percent
showing little strength gain in comparison with three percent .From unconfined compression test, it
has been indicated that the optimum percent of stone powder of 3% from will increase the
unconfined compression strength from 114 to 276 kN/m? in 28 days for the soaked condition and
from 114 to 338 kN/m? in 28 days for the unsoaked condition.

4.6 CBR Tests

The results of CBR tests for various treated and untreated samples of clay are shown in Table 6.
These values are based on 1.25 mm penetration. Comparison of CBR values for the different tests
indicates that the significant improvement in CBR values can be achieved by treating samples of
clay with stone powder admixtures.
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5.

CONCLUSIONS

This paper has discussed the results of a laboratory investigation involving use of elite stone
powder for ground improvement of clays.

1.

2

10.

A decrease in liquid limit and plasticity index with the addition of stone powder. Pozzolanic
reactions occur because of the siliceous and aluminous material which possesses little
cementitious value and large particles which produces decrease in liquid limit.

A decrease in specific gravity of soil was obtained with increasing of stone powder content
due to the low values of the specific gravity of stone powder (2.58).

The curves of grain size distribution are shifted significantly to the coarser side as the stone
powder percentage increase; the soil becomes more granular. This may be caused by the
immediately pozzolanic reaction which causes the flocculation of clay particles.

When are increased stone powders, the maximum dry unit weight decreases from 17.8 to
17.21 kN/m®,

The optimum moisture content increases with increase of stone powder percents from 14.8%
to 17.21%, due to due to the addition of stone powder contents to the samples which needed
more water for the pozzolanic reactions to take place.

The shear strength of the stabilized soil gradually increases with time mainly due to
pozzolanic reactions. Calcium hydroxide in the soil water reacts with the silicates and
aluminates (pozzolans) in the clay to form cementing materials or binders.

the test results indicate that clay soils treated with stone powder result in adequate ground
improvement as evidenced from higher strengths measured from unconfined compressive
tests.

The five percent showing little strength gain in comparison with three percent.

The compressive strength gains were observed primarily in the initial 7 days of the curing
period irrespective of stone powder contents used in the stabilized soil cushion and then had
a tendency to stabilize showing little strength gain.

CBR values also improve with addition of stone powder mixtures to clay due to chemical
interactions among soil, stone powder and water to form cementing materials or binders.
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NOMENCLATURE

ps = percent by dry weight of stabilizer to be used,
Wit = wet weight of batch prior to addition of stabilizer, gram
w = moisture content of soil prior to addition of stabilizer, %

Table 1. Physical and chemical properties of soil.

Properties Value
Liquid limit 38
Plastic limit 24
Plasticity index 14
Shrinkage limit 17
Specific gravity, Gs 2.72
Maximum dry density (Standard Proctor) (kN/m°) 17.8
Optimum water content (Standard Proctor) (%) 14.8
Unconfined compressive (kN/m?) 114
pH 8.45
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S03 % 0.20
CL% 0.04
Si02 % 35.82
Fe203 % 5.5
T.S.S 0.25

Table 2. Physical and chemical properties of stone powder.

Properties Value
Water/powder ratio 25ml /100 g
Expansion after 2 h 0.08%
Expansion after 48 h 0.09%
Compressive strength after 1 h 42 MPa
Compressive strength after 48 h 60 MPa
Density 23 kN/m°
Specific gravity 2.58

Table 3. Grain size distribution analysis results for soil- stone powder mix.

Stone powder % 0% 1% 3% 5%
Sand size % 1% 3% 3% 6%
Silt size % 61% 66% 67% 71%
Clay size % 38% 31% 30% 23%
Table 4. Increase factor of the unconfined compression strength
in the soaked condition.
Soil treatment Normal soil Increase
Stone powder Unconfined Unconfined compression factor %
additive % compression in 28 day
1 206 114 44.6
3 276 114 58.6
5 319 114 64.2
Table 5. Increase factor of the unconfined compression strength
in the unsoaked condition.
Treatment soil Normal soil Increase
Stone powder Unconfined Unconfined compression factor %
additive % compression in 28 day
1 253 114 54.9
3 338 114 66.2
5 378 114 69.8
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Table 6. CBR results for soil- stone powder mix.

Stone powder additive % CBR Results
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Figure 1. Grain size distribution of the soil stabilized with stone powder.
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Figure 2. Effect of stone powder content on specific gravity.
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Figure 7. Effect of stone powder content on unconfined compression and time in
unsoaked condition.
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Figure 8. Effect of stone powder content on unconfined compression and time in
soaked condition.
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ABSTRACT

L_ocalization is an essential demand in wireless sensor networks (WSNSs). It relies on several
types of measurements. This paper focuses on positioning in 3-D space using time-of-arrival-
(TOA-) based distance measurements between the target node and a number of anchor nodes.
Central localization is assumed and either RF, acoustic or UWB signals are used for distance
measurements. This problem is treated by using iterative gradient descent (GD), and an iterative
GD-based algorithm for localization of moving sensors in a WSN has been proposed. To localize
a node in 3-D space, at least four anchors are needed. In this work, however, five anchors are
used to get better accuracy. In GD localization of a moving sensor, the algorithm can get trapped
in a local minimum causing the track to deviate from the true path, thereby impairing real-time
localization. The proposed algorithm is based on systematically replacing anchor nodes to avoid
local minima positions. The idea is to form all possible combinations of five-anchor sets from a
set of available anchor nodes (larger than five), and to segment the true path. Iterating through
each segment, the sets of anchors that could draw the track to a local minimum are discarded and
replaced with possible others to maintain the right track.

Keywords: centralized localization; gradient descent (GD) algorithm; local minima; moving
sensor nodes.
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1. INTRODUCTION

Wireless sensor networks are widely deployed to perform various tasks in monitoring and
control applications such as traffic monitoring, environmental monitoring of air, water, soil
quality or temperature, response to earthquakes and building safety, etc. The nodes are usually
small radio-equipped low-power sensors scattered over an area or volume of a few tens of square
or cubic meters respectively. There is information sharing between sensors and for this
information to be meaningful, the nodes or sensors need to be located. Besides, in some
applications, the node positions themselves are the information that has to be conveyed such as
in warehousing and manufacturing logistics.

Node information is either processed centrally or in a distributed manner. In centralized
localization, a central processor collects measurements prior to calculation, whereas in
distributed algorithms, the sensors share their information only with neighbors but possibly
iteratively. Both methods face the high cost of communication, but, in general, centralized
algorithms produce more accurate location information. On the other hand, distributed
localization offers more scalability and robustness to link failures.

Node localization relies on measurements of distances between the nodes to be localized and a
number of reference or anchor nodes. The distance measurements can be via radio frequency
(RF), acoustic or ultra-wideband (UWB) signals. Measurements that indicate distance can be
time of arrival (TOA), angle of arrival (AOA), or received signal strength (RSS). TOA
measurements seem to be most useful especially in low-density networks, since they are not as
sensitive to inter-device distances as AOA or RSS.

Accurate location information is important in almost all real-world applications of wireless
sensor networks (WSNSs). In particular, localization in a 3-D space is necessary as it yields more
accurate results. Trilateration and mutlilateration positioning methods ,Zhang et al., 2011, can
be employed in a two-dimensional (2-D) and three-dimensional (3-D) space respectively. These
methods use geometric properties to estimate the target location, and suffer from poor
performance, decreased accuracy and computational complexity especially in the 3-D case.
Iterative optimization methods offer an attractive alternative solution to this problem. The most
common iterative optimization method is the gradient descent algorithm, which has been widely
dealt with in the literature for the 2-D case, Qiao and Pang, 2011 and Garg et al., 2010.

This work addresses localization in a three-dimensional space of stationary and moving wireless
sensor network nodes by gradient descent methods. It is assumed that a central processor collects
the data from the nodes, and TOA measurements will be assumed throughout. An evaluation
analysis of the performance of the localization algorithm considered is performed. In particular,
the effect of varying the number of anchor nodes and the effect of measurement noise have been
studied. The work also investigates tracking of moving sensors and proposes a method to
counteract some associated problems such as falling into local minima.

The rest of the paper will be organized as follows: Section 2 describes the problem of gradient
descent localization of sensor nodes in 3-D space and with different scenarios as regards the
parameters affecting this problem such as noise types affecting TOA measurements and the
number of anchor nodes. Section 3 discusses localization of a moving sensor in 3D space.
Section 4 presents results and the corresponding performance evaluation. Finally, Section 5
concludes the paper.
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2. PROBLEM DESCRIPTION

Localization in 3-D space is particularly important in real applications of WSNs, but many of its
aspects remain unexplored since the typical scenario for WSN localization is investigated in a 2-
D plane,Wang et al., 2010. In a 3-D space at least four anchor nodes are needed whose locations
are known. An estimate of the distanced, ,i=1,2,3,4, between each of the anchor nodes

(x;,Y;.z;) and the node to be localized (x,y, z) is needed.

The TOA distance measurement technique is assumed. TOA is the time delay between
transmission at the node to be localized and reception at an anchor node. This is equal to the
distance d, divided by the speed of light if either RF or UWB signals are used. The backbone of
the TOA distance measurement technique is the accuracy of the arrival time estimates. This
accuracy is hampered by additive noise and non-line-of-sight (NLOS) arrivals. The measurement
errors are modeled as additive zero-mean Gaussian noise. The total additive Gaussian

measurement noise will be modeled as N (u, o s” ), Where the letter N denotes the normal or

Gaussian distribution, x is the mean, and o, .~ is the variance taking into account NLOS

arrivals. The occasional inclusion of a mean accounts for the biased location estimate resulting
from NLOS errors ,Gustafsson and Gunnarsson, 2005. and ,Patwari et al., 2005.

To determine the TOA in asynchronous WSNSs, two-way TOA measurements are used. In this
method, one sensor sends a signal to another which immediately replies. The first sensor will
then determine TOA as the delay between its transmission and reception divided by two
,Patwari et al., 2005.

Gradient-descent iterative optimization in three dimensions results in slower convergence when
compared to the 2-D case due to tracking along an extra dimension. This is typical of all iterative
optimization methods. Owing to the limited exploration of 3-D scenarios in the literature, the
present work serves to shed light on practical results relating to the GD WSN localization
problem in three dimensions. As with all optimization methods, the gradient descent method
hinges on the concept of minimizing an objective function. For the problem of WSN
localization, it is natural to define the objective function as the sum of the squared distance errors
of all anchor nodes. Thus, the objective function is defined as:

S 2 2 2 JL2 2
(R =Y {-x)2+(y-y)? +(z-2)*]" -4

i=1
1)
and d, =c(t, —t,) )
where p=[x,y,z]" is the vector of unknown position coordinates (x,y,z), t; is the receive time
of the ith anchor node, t, is the transmit time of the node to be localized, c is the speed of light

(=3x10% m/s) and N is the number of anchor nodes. The difference (t, —t,) is the TOA that can
be measured (with measurement noise) in asynchronous WSNs as explained.

The optimization purpose is to minimize the objective function to produce the optimal solution
which is the position estimate of the node to be localized. This problem is solved iteratively
using gradient descent as follows:

Py = P — .0y (3)
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where p, is the vector of the estimated position coordinates, « is the step size, and g, is the
gradient of the objective function given by:

.
of of of
=Vi(X,y,2)=| —,—,— 4
9 (y){axayaz} (4)
To start the iteration, the initial position coordinates are required. These may be chosen to be the
mean position of all anchor nodes. The number of iterations is a tradeoff between energy
consumption, which is critical to WSNs, and the degree of accuracy.

A minimum of four anchor nodes is needed to estimate position in a 3-D space. The estimation
accuracy increases as a function of the number of anchor nodes. If the number of anchor nodes is
less than four, the estimation problem becomes under-determined (number of simultaneous
equations is less than the number of unknowns) and there are an infinite number of solutions that
converge iteratively to an erroneous location or position.

The objective function is the sum of the squares of the differences between estimated distances
and measured distances. Therefore, distance measurement errors are squared, too. This problem
is countered by weighting distance measurements according to their confidence to limit the
effect of measurement errors on localization results ,Kwon et al., 2005. So the objective
function accommodating different weights is expressed as:

()= 3w o)+ -7+ @2y o f ©)

Weighting, however, results in sub-optimal solutions if only four anchor nodes are used. Since
usually there are only a few anchors in a real WSN, L. et al., 2008 use of five anchor nodes is a
good choice to achieve better accuracy without undue deviation from real settings. In this case,
weighting according to anchor node confidence gives better results than those obtained with the
minimum number of anchor nodes (four) without weighting.

It is worth mentioning that evaluating Eq.(1), i.e. the error objective function f(p) versus p
where p=[x,y,z]", results in a 4-D performance surface with a global minimum and several local
minima. To avoid local minima, the gradient descent must run several times with different
starting points, which is expensive computationally. To better visualize the local minima
problem, localization in a 2-D space is envisaged to enable performance surface plotting in a 3-D
space. Three anchor nodes [10,100 ], [100 ,90 ], and [10,70 ] are considered with d,=78.1025 ,

64.0312, and 58.3095 corresponding to a point p=[ 60 ,40 ]. Then, plotting the following
objective function

(=3 [x-x) e -3} - f ©)

results in Fig. 1 with azimuth= 180° and elevation= 0°.

The presence of a global minimum at p and a neighboring local minimum can be noticed from
Fig. 1. The search procedure of the performance function therefore often gets trapped in a local
minimum especially when the node to be localized is moving. In the following section, a
solution will be presented to solve the local minima problem in a moving sensor localization
setting.
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3. LOCALIZATION OF A MOVING SENSOR IN A 3-D SPACE

With a moving sensor, the gradient descent still functions acceptably to track the target in real
time. The measurement sample interval determines the measurement update rate. A bit of care is
required in adjusting the sample interval to avoid conflict with moving sensor velocity and
motion models which may be completely unknown ,Gustafsson and Gunnarsson, 2005. The
moving node must provide multiple measurements to the anchors as it moves across space. It has
the opportunity to reduce environment-dependent errors as it averages over space. Many
computational aspects of this problem remain to be explored, Patwari et al., 2005.

Agarwal et al., treated the problem of avoiding local minima for moving sensor localization by
smart use of available anchors and good initialization. Although these works are also based on
minimizing cost functions, they are not general gradient descent-based, which is the focus of this
paper. Besides, these works require and exploit good initial estimation of the target location. It is
therefore challenging to achieve moving sensor localization, and at the same time, dispense with
the initial estimation of the moving target location. As a solution to this problem, we may
consider the introduction of diversity in the iterative GD estimation problem.

In this work, the algorithm listed below is presented to localize a moving sensor in a 3-D space
with the provision of local minima avoidance. The foreseen success of the proposed method is
based on the conception that, as the updated position begins to wander away from the global
minimum in the direction of a local minimum, it is highly probable that it would return to the
right track if some anchor nodes are replaced due to the consequent change of performance
surface shape and hence local minima positions.

Algorithm 1: Proposed GD localization of a moving sensor

1. Estimate a suitable measurement sample interval or update rate.
2. Cluster available anchor nodes into sets of five nodes each. The number of resulting sets
P will be:

p:(N]:L
5) 5L.(N-5)

where N is the total number of anchor nodes.

Randomly draw M sets from P obeying a uniform distribution.

4. Perform M independent gradient descent localization procedures on the moving sensor
using these M sets.

5. Iterate the gradient descent algorithm up to the L-th update, and calculate the final f(p)

for each of the M sets. Discard the sets that produce f(p) greater than a certain threshold
y. Find the point p with the minimum f(p).

6. Stop the algorithm if the moving sensor tracking halts.
7. Complete the M sets by randomly choosing other sets from P, and repeat steps 4 to 6
starting with the final position of p that corresponds to the minimum f (p).

w

The different parameters appearing in Algorithm 1 should be properly chosen. These are M, N, L
and the threshold y. As discussed in the problem description, N should not be unduly large in
practical settings. Assuming that five anchors per set are involved in localization, N must not be
much greater especially when the WSN area or volume is limited. As for M, it naturally
determines the computational overhead; GD localization must run M times in each round of
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position estimation. To reduce the amount of computation to a minimum, the choice of M must
achieve a tradeoff between computational complexity and sufficient diversity of anchor sets in
order to cancel unsuitable candidates and retain functional ones. The threshold y depends on the
specific application and how tolerant the latter is to the final value of the error function f (p). In

the simulations (Section 4), the moderate value of 7 m? is used as a default setting. This means
that the estimated squared distance error associated with each anchor is (7/5) m? on average, Eq.

(1).

As for L, it has been assigned the value 150 iterations in the present simulation settings, which
is, however, an ad-hoc value that worked for the particular settings under consideration. To
ensure accurate tracking, a check on the error function of all running estimations can be
performed after each certain interval (for example 30 iterations) and then the decision is made
whether to proceed or replace the diverging sets.

A final remark concerns the communication overhead; the proposed algorithm does not add to
the communication complexity. With each iteration, and after the sensing has been achieved,
only one broadcast (communication) of the distance measurement is enough from each of the N
anchors. It is in the fusion center that the various combinations of P are sorted out and their
associated computations performed.

4. SIMULATION RESULTS

The gradient descent localization problem in a 3-D space is simulated on MATLAB. The anchor
node locations are chosen at random in a volume of 200x200x200 m®. It is assumed that the
target node which is to be localized, whether stationary or moving, has all anchor nodes within
its radio range. The LOS and NLOS measurement noise is assumed to obey a normal distribution
N(u, o). In the subsequent simulations, a noisy TOA measurement is simulated by adding a
random component to the exact value of the time measurement. The latter is readily computed
for simulation purposes from knowledge of the exact node position to be localized, the anchor
positions, and the speed of light c.

A. Localization of a stationary target node

First, consider three anchor nodes to localize a node of position (60,90,60) in the 3-D space
assuming that the standard deviation of the zero-mean Gaussian TOA measurement noise, the
convergence factor or step size and the number of iterations to be 6=0.001 psec, a=0.25 and
j=100 respectively. Simulation results localized the target node as (57.62, 68.16, 52.42) which is
clearly erroneous. Using four anchor nodes and the same settings, the localization of the target
node improves to (60.28, 84.02, 58.65). Finally, five anchor nodes provide an almost ideal target
localization of (60.16, 89.64, 60.09). Fig. 2 is a plot of the error function versus the number of
iterations for this last case of five anchor nodes. Retaining this scenario, another node (70,45,60)
is localized as (70.03,45.16,59.85). Obviously, any node within the convex hull of the anchor
nodes will be almost exactly localized with five anchors.

The results of Fig. 2 are repeated in Fig. 3 taking into account the presence of NLOS arrivals
and a greater noise standard deviation. In Fig. 3, 6=0.002 psec, and pyos= 0.003 psec. A
reduction in the localization process accuracy is readily noticed: The point (60,90,60) results in a
localization of (60.35, 88.97, 59.40). It is also clear from the figure that the solution is biased
due to NLOS arrivals.

The number of iterations in the localization process of a stationary target is a tradeoff between
the energy consumption for result refinement and the degree of accuracy achievable through

1)



Number 5 Volume 21 May 2015 Journal of Engineering

refining. The issue of energy consumption may appear to disfavor the iterative GD method
compared to other optimization methods. This is not the case, however, when the target is
moving, since updating would then be a must whether iterative or other methods are employed.
In such cases, resorting to distributed algorithms would save energy costs even for iterative
methods, since the nodes in a distributed algorithm communicate mostly with neighbors (one
hop) as compared to centralized algorithms which are the concern of the present work. This is
especially manifested when the number of hops to the central processor exceeds the necessary
number of iterations.

B. Localization of a moving target node

In the following scenarios, a moving node is tracked and localized. We assume five anchor
nodes since this offers the best estimation accuracy. To better illustrate the proposed algorithm
and the effect of the various inherent parameter values, it is assumed that the measured distances
are noise-free.

a. A target node is moving 0.5 m in each of the three x, y, and z axes in each of 200 steps,
which gives a true track distance of 100 m. The true track is illustrated by the straight
line in Fig. 4. The estimated track begins with an initial point of (50, 50, 50) and
converges to the true track for a while but then deviates from it due the local minima
associated with this problem. This deviation is shown clearly in Fig. 4.

b. The same scenario is repeated except that the track is divided into two segments. The
first segment uses the same previous anchor nodes. In the second segment, the anchor
nodes have been changed in an attempt to avoid the local minimum and resume tracking
the true path. Fig. 5 shows the corrected tracking behavior and the new set of anchor
nodes.

c. The proposed method of Algorithm 1 is applied with N=7 resulting in P=21, that is,
seven anchor nodes are clustered in 21 sets of five anchor nodes each. M is chosen to be
equal to 10 and L equal to 150. The threshold is chosen as y= 7. At the 150" update, the
final f(p) is calculated for each of the 10 sets. The sets that produce an error function
greater than 7 are discarded, and other sets from the remaining 11 sets are chosen to
complete the 10 sets starting with the final position of p that corresponds to the minimum
f (p). Iterative computations are continued for another 150 updates and the optimum set
is also found by inspecting the localized point that results in the minimum final f (p).
The true and estimated tracks are shown in Fig. 6. Simulations show that the optimum set

of anchor nodes in the first segment (150 iterations) is different from that of the second
segment and no local minimum deviation is noticed.

It is worth noting that in the second segment; the first-segment unsuccessful sets can be replaced
in a deterministic manner rather than randomly, since one would by then have an idea of the
location of the moving target. This is especially convenient for WSNs with widely scattered
sensors, where sets with nodes that are distant from the moving target and that are likely to
contribute to poor localization can be discarded.

Future work may consider introducing distance-measurement noise and studying its effect on the
performance of the proposed algorithm. In that case, the final f(p) may not be enough

indication of the validity of any certain set of anchors due to noisy measurements. So averaging
f (p) of the last 10 iterations of each segment of the estimated path, and for all M running sets,

ay



Number 5 Volume 21 May 2015 Journal of Engineering

may be considered to obtain a more accurate comparison and a judicious subsequent selection of
sets.

5. CONCLUSION

The problem of sensor localization in a 3-D space by the method of gradient descent has been
investigated and solutions are presented to some impediments that are associated with the
moving sensor case, namely, the local minima problem. The proposed method considers all
possible combinations of a certain chosen number of anchor nodes from a larger set of available
anchors. The foreseen success of the proposed method stems from the fact that a deviating
estimated path towards a local minimum is almost certain to return to the right track if some
anchor nodes are replaced. This is true since anchor node replacement entails a change of the
shape of the performance along with different local minima positions. The anchor nodes
placement is made uniformly random as the true track of the moving sensor to be localized is
unpredictable, and it is performed periodically. The simulation results demonstrate the success of
this method. The advantage gained is at the expense of increased computational requirements,
and the proposed method also necessitates faster data processing in order to perform accurate
moving sensor localization in real time.
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NOMENCLATURE

C : speed of light

d; : distance between the ith anchor node and the target node
f(p) : the error function or objective function

g, : the kth gradient of the objective function

N : number of anchor nodes

p, : the kth estimate of the position co-ordinates.

t, t; . the transmit time of the target node and the receive time of the ith anchor
respectively.

w, : weight of the ith error term in the objective function.
X, Y, Z : co-ordinates of the target node

a : the step size or convergence factor
y . threshold in proposed algorithm

M- mean

o : standard deviation

q¢
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Figure 1. Error function f(p) as a 3-D performance surface with 2-D anchor nodes [10,100],
[100,90], and [10,70] and a global minimum at p=[60,40]. Azimuth=180° and elevation=0°.
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Figure 2. Error function versus the number of iterations when GD localization of a stationary
target in 3-D space is performed using five anchor nodes. Convergence factor=0.25, standard
deviation (SD) of TOA measurement noise =0.001 psec.
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Figure 3. Error function versus the number of iterations when GD localization of a stationary
target in 3-D space is performed using five anchor nodes. Convergence factor=0.25, SD of TOA
measurement noise =0.002 pisec and [y 0s=0.003 psec.
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Figure 4. Tracking of a moving sensor in 3-D space using iterative GD with initial point
[50,50,50] and a fixed set of anchor nodes (shown by the small circles). Convergence factor=0.1.
The true path is shown in red.
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Figure 5. Two-segment true path and track of a moving sensor in 3-D space using iterative GD.
Initial point is [50,50,50]. Convergence factor=0.1. The small circles are the 1¥-segment anchors
and the asterisks are the 2"'-segment anchors. The true path is shown in red.
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Figure 6. GD tracking of a moving sensor using the proposed algorithm. Initial point is
[50,50,50]. Convergence factor=0.1. The basic seven anchor nodes are shown as asterisks. The
true path is shown in red.
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Cooling Load Calculations For Typical Iragi Roof And Wall Constructions
Using Ashrae's RTS Method
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The present work is an attempt to develop design data for an Iragi roof and wall
constructions using the latest ASHRAE Radiant Time Series (RTS) cooling load calculation
method. The work involves calculation of cooling load theoretically by introducing the design
data for Iraqg, and verifies the results experimentally by field measurements. Technical
specifications of Iragi construction materials are used to derive the conduction time factors that
needed in RTS method calculations. Special software published by Oklahoma state university is
used to extract the conduction factors according to the technical specifications of Iraqi
construction materials. Good agreement between the average theoretical and measured cooling
load is obtained and the difference between them does not exceed 9.3%.

Key words: Iragi constructions cooling load.
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1. INTRODUCTION

Among six common ASHRAE methods: Equivalent Temperature Difference (ETD), Total
Equivalent Temperature Differential with Time Averaging (TETDI/TA),
Transfer Function Method (TFM), Cooling Load Temperature Difference/Solar Cooling
Load/Cooling Load Factor (CLTD/SCL/CLF), Heat Balance Method (HBM), and Radiant Time
Series Method (RTSM), the Radiant Time Series Method (RTSM) is the latest ASHRAE method
for calculating the cooling load. RTSM is a simplified method that is “heat-balance based” but
does not solve the heat balance equations. The storage and release of energy in the zone is
approximated by a set of predetermined zone response factors, called radiant time factors
(RTFs), Spitler, et al., 1997. The transient conduction calculation is approximated using another
set of predetermined thermal response factors, called periodic response factors (PRFs) which
relate conduction heat gains directly to temperatures only ,Spitler, and Fisher, 1999a and, Chen
and Wang, 2005. By incorporating these simplifications, the RTSM calculation procedure
becomes explicit, avoiding the requirement to solve the simultaneous system of Heat Balance
(HB) equations. The RTSM shares many of the heat transfer sub-models used by the HBM and
has the equivalent principle of superposition used in the Transfer Function Method TFM ,Spitler
and Fisher, 1999b. Moreover, it is a rather simplified method that does not require iterative
calculations like the HBM and the TFM. If the radiant time factors (RTFs) and the periodic
response factors (PRFs) for a particular zone configuration are known, the RTSM may be
implemented in a spreadsheet. The method is useful not only for peak load calculations, but also
for estimating component contributions to the hourly cooling loads that is useful for both
pedagogy and design ,lu, 2002.

Following the development of the RTSM, it was verified by comparing cooling loads
predicted by the RTSM with cooling loads predicted by the heat balance method for a wide
range of zone configurations. Rees, et al., 2000, compared RTSM and heat balance cooling loads
for 1296 configurations, which were generated by parametrically varying significant input
parameters over a wide range. This analysis conclusively demonstrated that the RTSM always
produces a conservative estimate of the cooling load when compared to the heat balance method.
However, the over-prediction of the cooling load by the RTSM tends to increase as the fraction
of window area in the zone increases. Since the HBM and RTSM share most of the heat transfer
models in the cooling load calculation, the Periodic Response Factor (PRF) and the Radiant
Time Factor (RTF) models that are used exclusively in the RTSM are considered the most likely
sources of error.

A series of investigations of the Radiant Time Series Method (RTSM), in some cases, leading
to improvements to the method was introduced by Nigusse, 2007. It included sub-models,
supporting data, or facilitation of implementation in a wide range of computing environments.
These developments comprise the improved RTSM procedure, which accounts for transmission
of radiant heat gains back to the outside by conduction through fenestration or other high
conductance surfaces. As a result a new set of radiative / convective splits were established to
facilitate implementation of the RTSM in a range of computing environments, and parametric
investigation to establish the method limitations and provide design guidance.

The radiant time series method (RTSM) has effectively replaced the manual load calculation
procedures and has attracted interest , Nigusse, 2007 due to:
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1) Its amenability to spreadsheet implementations as opposed to the Transfer Function
Method, which requires iteration.

2) Captures and depicts the physics involved in the Conduction Time Series Factor (CTSF)
and Radiant Time Factor (RTF) coefficients, unlike the Transfer Function Method.

3) Has essentially the same accuracy as the TFM.

1.1. The Concluded Concepts from the Previous Studies

From the above, there are some concepts can be concluded such as:

1. The radiant time series method (RTSM) is suitable and applicable to estimate the cooling
load using the local climatic data in any region without correction formulas.

2. Because the RTSM approximates the heat balance concepts using set of zone response
factors, the accurate results is ensured, beside the simplified equations.

3. The progress in the field of electronic computers, simplifies the insertion of the actual
construction data of the local roofs and walls in the cooling load calculations, using RTSM
without need to choose the nearest constructions from ASHRAE tables, as in the previous.

1.2. The Object of the Present Work

The present work aims to appraise the ASHRAE’s Radiant Time Series Method (RTSM)
with the introduction of Iragi data which includes:

outside design temperatures

solar radiation values

heat transfer coefficients

building material characteristics

2. CALCULATION PROCEDURE IN RTS METHOD
The general procedure for calculating a cooling load for each load component is shown in
Fig. 1 and includes:

1. Calculate 24 h profile of component heat gains for the design day as follows:

a. For conduction through walls, and roofs, first account for conduction time delay by
applying conduction time series. The Conduction Time Series (CTS) are series of 24
factors tabulated in ASHRAE's issues for different construction types of roofs and walls
and grouped according to the thermal properties of structure (U value, mass per unit area,
and thermal capacity (m*c)). These factors are denoted by c; in the present study, and
represent the hourly percentage of converting the heat conduction across the external
construction (walls and roofs) to hourly heat gain. The conduction through exterior walls
and roofs is calculated using conduction time series (CTS) as follows:

Wall and roof conductive heat input at the exterior at n hours ago is defined by the familiar
conduction equation:

Qitn= UA(Te,t-n -Ti) 1)

where T; is the indoor temperature and Tet.n IS the sol-air temperature at n hours ago and is
expressed as:
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eAR(t)
Te,t—n = To,t—n + hiolt,t—n - Iy (2)

Conductive heat gain through walls or roofs can be calculated using conductive heat inputs
for the current hour and past 23 hours and conduction time series , ASHRAE, 2009:

Qi = CioQit + Qi1 + CrQir2 + C3Qir-s  + ... + r23Qir-23 (3

Cro, Cr1, €tc. represent the conduction time factors. Multiplying of the conduction time factors
by the U value gives the periodic response factors, p, and equation (3) may be rewritten as:

Qt = ProA(Ter = Ti) + Pr1A(Tepo1 —Ti) + -+ + Pr23A(Te o235 — T) 4)
b. For other components of heat gain (fenestration, ventilation and infiltration, internal, and

etc.), the same procedure is applied as in any other method as follows:
I Solar and thermal heat gain through fenestration is calculated as (ASHRAE

2009):
Qps = I * SHGC(B) * Ay % IAC(6) + (Ig + 1) * SHGC)y + A * IAC), (5a)
Qfen = U x Ap (T, — Ty) (5b)

where | is the solar radiation. The subscripts b, d, and r refer to beam, diffuse and reflected
portions respectively. SHGC(#) and SHGC )p are the solar heat gain coefficients as a function of
the incident angle 6 and the diffuse radiation respectively. IAC(6) and IAC )p are the indoor solar
attenuation coefficient functions of the incident angle 6 and diffuse radiation respectively.

ii. Total heat gain from infiltration or ventilation is

Qinf or Q, = Pq * 1761 * Ah (6)

where A# is the enthalpy difference.
iii. Heat gain due to lighting, occupancy and equipment are;
For lighting,

Qu = WF,Fsq (7)
For occupancy, occupants emit sensible and latent heat at a metabolic rate depending on the

state of activity. Tables of ASHRAE summarize design data for common conditions.
For equipment,

Q em = (P/Ey)FymFim (8)

where P is the motor power rating, Ey is the motor efficiency, Fyw is the motor use factor, and
F_m is the motor load factor.
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2. Heat gain through all components, are calculated for each hour, and then divided into two
portions according to Table 1. The hourly convective portion heat gain, which is converted
directly to hourly convective cooling load, and, the hourly radiant portion heat gain.

3. Apply appropriate radiant time series (table 19 and 20 in chapter 18 of, ASHRAE Handbook
of Fundamentals 2009 to the radiant heat gains to account for time delay in conversion to
cooling load. The radiant time series are the series of 24 factor denoted by r in the present study
and represent the hourly ratio of converting the radiant part of hourly heat gain to hourly cooling
load.

The radiant time series or Radiant Time Factors (RTF) are thus generated from heat balance
procedures between interior surfaces radiant heat gain and room air for different types of
structures, fenestrations, and furnishing. These factors are tabulated for specific cases, (as
indicated in table 19 and 20 in chapter 18 of ASHRAE Handbook of Fundamentals 2009) to use
them directly for the certain application instead of performing inside surface and room air heat
balances. Converting the radiant portion of hourly heat gains into hourly cooling loads is
accomplished by the following equation:

Qeirt=roQrt+ rQrt-1+ rQrt2+ r3Qre3+ ... +7r23Qrt-23 9)

4. The hourly radiant portion cooling load calculated in 3 above is then added to the hourly
convective cooling load to obtain the total hourly cooling load for a certain component.

5. After calculating cooling loads for each component for each hour, sum them to determine the
total cooling load for each hour and select the hour with the peak load for design of the air-
conditioning system.

Tables 19 and 20 (in chapter 18 of ASHRAE Handbook of Fundamentals 2009) of radiant time
factors introduce representative solar and non-solar radiant time series data for light, medium,
and heavyweight constructions. The two different radiant time series solar and non-solar are used
as follows:

a. Solar, for direct transmitted solar heat gain (radiant energy is assumed to be distributed
to the floor and furnishings only) and,

b. Non-solar, for all other types of heat gains (radiant energy assumed to be uniformly
distributed on all internal surfaces). Non-solar RTS apply to radiant heat gains from
people, lights, appliances, walls, roofs, and floors. Also, for diffuse solar heat gain and
direct solar heat gain from fenestration with inside shading (blinds, drapes, etc.), the
nonsolar RTS should be used.

The radiant time series representative zone construction for tables 19 and 20 is indicated in
table 21 in chapter 18 of, ASHRAE Handbook of Fundamentals 2009.

2.1. Evaluation of Periodic Response Factors (PRFs) of Roof and Wall Constructions

lu and Fisher 2001, published a software program called Periodic Response Factor / Radiant
Time Factor (PRF/RTF) Generator. They used the most developed accurate methods to derive
the conduction transfer function coefficients and the periodic response factors that are needed to
calculate the heat gain from walls and roofs. Giving the physical properties of any structure with
any number of layers, this software can yields the conduction transfer function coefficients, the

Yo¥
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periodic response factors, and the U value, in addition to the radiant time factors for the certain
space. The physical properties that must be given include; thickness, thermal conductivity,
density, and specific heat for each layer of a homogeneous material constituting the wall or roof.
For non-homogeneous materials and for air gaps and air films in and outside the structure, the
equivalent thermal resistance is the input instead of the other physical properties. Fig. 2 shows
the dialog box used for creating the input file

This program is very useful and reasonable when the used structures are different to those
mentioned in the ASHRAE issues. Therefore, this software is used in the present study for
typical Iragi construction materials.

3. EXPERIMENTAL VERIFICATION OF RTSM

Fig. 3 shows the schematic floor plan of a 24 hr air-conditioned space in the second floor of
the maintenance department building of the medical city in Baghdad (33.3° N latitude and 44.4°
E longitude) for the test space. The inlet conditioned air comes through a 24x24 cm ceiling
diffuser at 6 m/s supply velocity. The space construction components detailed are in Table 2.

Table 3 presents the thermal properties of the materials of the roof and wall constructions.

Inserting the thermal properties of the building materials in the dialog box of PRF/RTF
Generator program gives the periodic response factors that are needed to calculate the heat gain
of the roof and walls. Table 4 listed the periodic response factors of roof and wall constructions
of Table 2.

Thus, the theoretical cooling load can be calculated by apply Egs. (2, 4, 5a, 5b, and 9).The
values of p,s are taken from Table 4 for the concrete roof and the thermo-stone walls. The heat
gain per unit area for the concrete roof and the thermo-stone wall for the NE and NW directions
are given in Tables 5a. and 5b. respectively. The fenestration specifications are given in table 6,
and the values of rs are selected from table 19 in chapter 18 of, ASHRAE Handbook of
Fundamentals 2009 for heavy weight, no carpet and 10% of glass to wall ratio. Table 7 lists
these r values.

The experimental verification of the calculated cooling load was accomplished by measuring
the average indoor air temperature, the supply air temperature and flow rate. The sensible heat
extraction was calculated as:

Qsn =mg *cp * (T; = T5) (10)
where i, = pV,/RT, (11a)
V.= v, * A, (11b)

and ¢, = 1.006 + 1.840 * w, (11c)

where the specific heat of dry air and water vapor were taken at 1.006, and 1.840 kJ/kg.K
respectively for the range of air conditioning temperatures and ws is the moisture content. The
approximated value of c;, is equal to 1.012 kJ/kg.K.



Number 5 Volume 21 May 2015 Journal of Engineering

The heat extraction rate is equal to the cooling load if the indoor temperature of the space is
constant. The latent load inside the space was zero for no occupancy.

4. RESULTS AND DISCUSSION

Fig. 4 shows the time delay of the roof and the external wall of the tested space. The time
delay of the construction type can be defined as the difference between the hour of the peak heat
gain in the space and the hour of the peak heat input at the external surface, Nigusse, 2007. The
exterior and interior air conductance can be included in the wall and roof constructions. The time
of the peak outer heat input to the construction is the time of the peak value of the sol-air
temperature. Therefore, the time delay is the difference in the times of the peak heat gain and
peak sol-air temperature. The value of the time delay is independent of the direction of the
construction or the date at which it is calculated. It is only dependent on the material types of the
construction and the inner and outer air conductance. The concrete roof of the tested space has
12 hours' time delay. The presence of the Styrofoam as an insulating material and the heavy
weight of the roof slow the heat flow and reduce the peak and total heat gain, in addition, they
make the time delay of the peak heat gain longer. The thermo-stone walls of the test space have
8.5 hours' time delay. This is because the thermo-stone has low thermal conductivity which
results in a reduction of the heat gain across the wall. This reduces the exterior heat input and
delays the hour at which the peak load occurs.

Fig. 5 shows the components of heat gain and cooling load of the test space using RTS method
on July 8, 2011. The effect of the weight construction on the damping of the cooling load values
is clearly apparent. The fenestration load component is the largest component because of the big
area of the window, in spite of the shading of the concrete curtain wall. Fig. 6 shows the
comparison between total theoretical cooling load and the measured heat extraction rate. Also, it
shows the indoor and supply air temperatures. The values of the measured load (heat extraction
rate) fluctuate at the early hours of the morning and the last hours of the evening because of
small fluctuations in the measured indoor temperature at these hours. The average values of the
measured load and the calculated (theoretical) cooling load along the day are 1864.4 and 1690.3
W respectively. The underestimate of the calculated value is about 9.3%.

Good agreement between the average theoretical and measured cooling load is obtained from
the comparison. This means that the calculated values of the cooling load of the Iraqi tested roof
and wall using the RTS method and the procedure in the present paper is satisfied. Also the
values of heat gains that are calculated in Tables 5a. and 5b can be adopted by engineers as
design data for estimation the cooling load in Iraq for similar construction without needing
correction formulas.

5. CONCLUSIONS
The following conclusions are found pertinent for the calculations of cooling load:

1. Radiant Time Series Method (RTSM) can be used to estimate the cooling load without
correction formula and gives a good agreement with the measured cooling load. The
underestimate of the average calculated value not exceeds 9.3% for the case in the present
study.

2. The measured load average value is 1864.4 W, whereas the calculated (theoretical)
cooling load average value is 1690.3 W along July 8, 2011for the tested space.
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The roof construction of 15 cm of high density concrete, 1cm of felt and membrane, 5 cm

of Styrofoam, 5 cm of sand, 4 cm of cement shtyger, with suspended ceiling has 12 hours'
time delay.

4.

The wall construction of 30 cm thermo-stone, with 3 cm of cement plaster in the outside

and 1.5cm juss plaster and 1 cm gypsum plaster in the inside delays the peak load by 8.5

hours.
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NOMENCLATURE

A Area, m?

Cp Specific heat of air, kJ/kgK
Cs conduction time factor

Em Motor efficiency

FLm Motor load factor

Fu, Fum lighting, motor using factor

Fsa

lighting special allowance factor
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h specific enthalpy, kJ/kg

hi, ho inside, outside heat transfer coefficient, W/m2K
I solar radiation, W/m?

m- air mass flow rate, kg/s

P motor power rating, w

p atmospheric pressure, pa

Pr periodic response factor, W/m?K

Q heat, W

R gas constant of air, kJ/kg.K

R°R"  back, front face reflected of glass

AR The difference between the long wave radiation incident on the surface from the sky and

surroundings, and the radiation emitted by a black body at the outdoor air temperature
W/m?

r radiant time factor

SHGC solar Heat Gain Coefficient

T temperature, °C

t time, sec

U  overall heat transfer coefficient, W/m’K
Vg air supply velocity, m/s
Vs air supply volume flow rate, m®/s
V. ventilation air volume flow rate, m®/s
W moisture content, KQwater/KQair

Greek Symbols

e emittance of the surface

m absorptivity of the surface

ra  air density, kg/m®
Q incident angle, degrees

t, visible transmittance
&' front absorptance of layer k of glass

Subscripts

air

beam

cross sectional (diffuser area)
diffuse

sol-air (Temperature)
fenestration

fs solar fenestration

fth thermal fenestration

i indoor

0 outdoor

reflected (radiation)

s supply

t total (solar radiation), time (others)

- DO O O T D

-
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Abbreviations
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CL Cooling load, W
CLF Cooling load factor,
CLTD Cooling load temperature difference, °C

CTS Conduction Time Series
ETD Equivalent temperature difference, °C

Journal of Engineering

HG Heat gain, wW
IAC Indoor solar attenuation coefficient
LCav Average calculated load, W
LMav Average measured load, w
PRF Periodic response factor, W/m?K
RTS Radiant time series

RTSM Radiant time series method

SCL Solar cooling load, W/m?

SHGC Solar heat gain coefficient

TETD/TA Total equivalent temperature differential with time averaging, °C

TFM Transfer function method

Calculate
Transmitted Solar
Heat Gain Factors

(Calculate transmitted
solar heat gain for
J|each hour, each window

Calculate solar [=#»

intensities for
each hour for
each exterior
surface

alculate absorbed
olar heat gain for
ch hour, each window

Calculate
Pbsorbed Solar
Heat Gain Factors

==

Using wall /roof response
factors, calculate
conduction heat gain

Calculate sol-air
temperature s for
each hour for
each exterior
surface

for each hour for each
exterior surface

Calculate conduction heat
gain for each hour for each
window
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—=
Determine lighting

heat gains /,

Determine occupant
heat gains /;

Determine equipment
heat gains

Figure 1. Overview of the (RTS) method.

Determine infiltration
heat gain

|

Sum all convective
portions for each
hour

Hourly
cooling
loads

Process all of the

radiant heat gains

as radiant time series;
either solar or non-solar,
(conduction lighting,
people, equipment ). The
result is hourly cooling
loads due to the radiant
heat gains.
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Table 1. Recommended radiative/convective splits for heat gains components” , Nigusse, 2007.

1.

and adopted by , ASHRAE, 2009.

Heat Gain Type Re_co_mmende_d Recor_nmended_
Radiative Fraction Convective Fraction
Occupants, typical office conditions 0.60 0.40
Lighting Varies
Recessed fluore?ce:ﬁgt luminaire with 0.40 t0 0.50 0.61 0 0.73
Infiltration 0.00 1.00
Conduction heat gain
Through walls and floors 0.46 0.54
Through roof 0.60 0.40
Through windows 0.33 (SHGC > 0.5) 0.67 (SHGC > 0.5)
0.46 (SHGC < 0.5) 0.54 (SHGC < 0.5)
Solar heat gain through fenestration
Without interior shading 1.00 | 0.00
With interior shading varies
* Notes

For solar radiation through fenestration with interior shading tables 13A to 13G in Chapter
15 in ASHRAE 2009 can be reviewed.

For lighting table 3 and for different equipment, tables 6 to 12 in Chapter 18 in ASHRAE
2009 can be reviewed.

[(Fsurface Information x|
Surface Number: 1 of 3
Delete this surface I
Surface Name IPOO' 10
No.ofLayers [T g _ Set | Close I Next I
Thickness Conductivity Density Specific Heat Resistance
Layer Name in [Btu-in)/(hr-ft"2-F) Ibm/ft"3 Btu/(lbm-F) (A" 2-F-hr)/Btu
1 Fon I | I [ [ o227 _ Edt |
2 |F13 | 0.374 | 1108 | 69.922 | 0343 | Edit |
3 |Go3 | 0500 | 0.485 | 24972 | 0311 | Edit |
4 |io2 | 2000 | 0208 | 2684 | 0283 | Edit |
5 [Fos | 0030 | 313933 | 483000 | 0120 | Edit |
& |Fos | | | I | 1022 __Edt |
7 |F18 | 0752 | 0416 | 22974 | 0141 | Edit |
8 |Fo3 | | | | | 0.909 Edit |

Note:  Enter the outside layer first.
Enter either thickness, conductivity, density, specific heat or resistance.
For air-to-air PRF. outside and inside surface resistances should be input as the first and last layers respectively.

Figure 2. The dialog box of PRF/RTF generator program.
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concrete curtain wall 1.8m
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T=Tspace +4 t05°C . .
Conditioned Corridor
Figure 3. Schematic floor plan of tested space.
Table 2. Space construction components.
Area |U-value .
Part (m?) |WIm’K Details
4 cm of cement shtyger+5 cm of sand+1cm of felt and membrane
Roof 22.25 | 0.371 +5 cm of sty-rubber+15 cm of high density concrete+air
gap-+acoustic tiles in suspended ceiling
NE exterior 3 cm of cement plaster +30 cm thermo-stone+1.5¢cm juss
8.32 | 0.5747
wall plaster+1 cm gypsum plaster
NW exterior 15.05 | 0.5747 3 cm of cement plaster+30 cm thermo-stone+1.5cm juss
wall plaster+1 cm gypsum plaster
. 5.75 m” of glazing area + 2.035 m” of aluminum frame area in
Window /8 NE(shaded) direction
SW partition| 7.8 545 1 cm gypsum plast_er +1.5cm juss plaster +20 cm hollow block
+1.5cm juss plaster +1 cm gypsum plaster
floor 2225 | 099 20 cm of high density concrete+3cm cement mortar+2.5cm
mozaek tile
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Table 3. Thermal properties of the building materials™.

Journal of Engineering

Material Thermal conductivity densit??/ Specific heat Thermal2 resistance
W/mK kg/m kJ/kgK m°K/W
Outside air film 0.044
Inside horizontal surface air 0.163
film (ceiling)
Inside vertical surface air film 0.12
Inside horizontal surface air 0.11
film (floor)
Ceiling air space 0.176
Thermo-stone blocks 0.21 760 0.8
High-density concrete 1.49 2300 0.84
Styrofoam 0.03 30 2.03
Concrete roofing tile (shtyger) 0.85 2220 0.837
Sand (under roofing) 0.25 1450 0.84
Cement plaster 1.08 2050 0.84
Juss 0.72 1858 0.84
Gypsum 0.57 1200 0.84
Acoustic tile 0.061 481 0.84
felt 0.35 1400 1.67
Asphalt 0.041 1121 1.25

* These thermal properties of the building materials are based on more than one source to insure
an actual case, some of them are:
1- Center of building research issues /Baghdad University 1977.

2- The specific heats of the materials are taken according to the ASHRAE issues for the
similar building materials that used in present study.

3- Previous studies of Iraqi building materials.

Table 4. PRFs of the test space roof and wall constructions as obtained by (PRF/RTF) generator

program.

Hours | Concrete roof | Thermo-stone wall | Hours Concrete roof Thervmvgl' IS tone
0 0.0138 0.0136 12 0.0171 0.0359
1 0.0134 0.0124 13 0.0170 0.0342
2 0.0132 0.0119 14 0.0168 0.0322
3 0.0134 0.0132 15 0.0166 0.0300
4 0.0140 0.0169 16 0.0163 0.0278
5 0.0148 0.0221 17 0.0160 0.0257
6 0.0156 0.0275 18 0.0157 0.0236
7 0.0162 0.0321 19 0.0154 0.0216
8 0.0166 0.0353 20 0.0151 0.0197
9 0.0169 0.0371 21 0.0148 0.0180
10 0.0171 0.0376 22 0.0144 0.0164
11 0.0171 0.0371 23 0.0141 0.0149




&)

=

Number 5

Volume 21 May 2015

Journal of Engineering

Table 5a. Heat gain of roof of tested space in W/m? with corresponding outdoor temperature on

July 21.

Hours 0 1 2 3 4 5 6 7 8 9 | 10 | 11
Tout (°C) 34.41| 34.06 | 33.9 |33.66(33.4134.61|36.18| 38 [39.95|41.9|43.93/46.29
FE‘\?/?;/Q%;” 10.68| 10.67 | 10.64 |10.58|10.5 (10.41|10.31|10.19/10.07|9.95|9.84 | 9.76

m

Hours 12 13 14 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23
Tout (°C) 47.49| 48.24 | 49 |48.24|47.49|46.2944.73| 42.9 |40.95| 39 |37.18|35.61
Heat gain 9.71| 9.7 9.73 | 9.8 |9.9110.04/10.18|10.32/10.45 |10.55|10.63|10.67
(W/m?)

Table 5b. Heat gain of thermo-stone wall in W/m? with corresponding outdoor temperature on
July 21.
T.out NE T.out NE
Hours o (shaded) NW Hours o (shaded) NW

0 34.41 12.60 14.38 12 47.49 9.87 10.75

1 34.06 12.66 14.47 13 48.24 9.79 10.59
2 33.90 12.61 14.42 14 49.00 9.82 10.53
3 33.66 12.48 14.24 15 48.24 9.94 10.58
4 33.41 12.26 13.96 16 47.49 10.14 10.75
5 34.61 11.99 13.59 17 46.29 10.43 11.04
6 36.18 11.66 13.16 18 44,73 10.76 11.45
7 38.00 11.31 12.70 19 42.90 11.14 11.97
8 39.95 10.94 12.23 20 40.95 11.52 12.57
9 41.90 10.59 11.77 21 39.00 11.89 13.17
10 43.93 10.28 11.36 22 37.18 12.21 13.71
11 46.29 10.04 11.01 23 35.61 12.45 14.12

Table 6. Glass specifications of tested space , ASHRAE, 2009.

Clear glass 6mm thickness double pane with 0.5" air space, aluminum frame with thermal break

Us W/m’K Total Window SHGC at Normal| Total Window 7, at Normal
Center glazing t, incidence Incidence
Fixed Operable Fixed Operable Fixed Operable
0.78 3.18 3.31 0.64 0.64 0.7 0.69
Center-of-Glazing Properties
_ Incident angle
Properties 0.0 (normal) 40 50 60 70 80 Hemis., diffuse

SHGC 0.70 0.67 0.64 0.58 0.45 0.23 0.60
T 0.61 0.58 0.55 0.48 0.36 0.17 0.51

R 0.11 0.12 0.15 0.20 0.33 0.57 0.18

R 0.11 0.12 0.15 0.20 0.33 0.57 0.18
A 0.17 0.18 0.19 0.20 0.21 0.20 0.19
A 0.11 0.12 0.12 0.12 0.10 | 0.07 0.11
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Table 7. Non-solar RTS values for the tested space (Table 19 in chapter 18 of ASHRAE
Handbook of , Fundamentals, 2009 for heavy weight construction, no carpet, and glass to wall
percentage is 10%).

Hours | 0 1 2 3 4 5 6 7 8 9 10 11

RTS% | 22 10 6 5 5 4 4 4 4 3 3 3

Hours | 12 13 14 15 16 17 18 19 20 21 22 23

RTS% | 3 3 3 2 2 2 2 2 2 2 2 2

—s—Heat gain /m?2 ——sol-air Temp.

- 50
Thermo- s 07 S
stonewall & £
(N- %— 9 | - 40 E
direction) Es '—;
8 [7,]
I
8 +—+—rr+—+r—+r—rrr—1r"1—1"1"1"1—1"11 1111+ 30
80
9.8 —
5 06 L AN 1 10
<
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Figure 4. Conduction time delay of Thermo-stone wall and concrete roof of tested space.
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Figure 5. Theoretical components of cooling load and heat gain of tested space.
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Figure 6. The comparison between the calculated and measured cooling loads for the test space.
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Using Spatial Videos, Google Earth™ and Geographic Information System to
Dynamically Monitor Built Environment Changes In a Challenging
Environment: Baghdad, Irag.

Husham AbdMunaf Atta Andrew Curtis
Instructor Associate Professor
Computer Center -University of Baghdad College of Arts and Sciences Kent State University
husham@uobaghdad.edu.iq acurtil3@kent.edu
ABSTRACT

Urban expansion and its environmental and safety effects are one of the critical information needed
for future development planning, safety considerations and environmental management. This work
used two methods to monitor urban expansion and it's environmental and safety effects, the first is
based on Google Maps for the years 2002 and 2010, and the second was the usage of spatial videos
for the year 2013. Although the usage of satellite images is critical to know and investigate the
general situation and the total effects of the expansion on a large piece of area, but the Spatial videos
do a very detailed fine scale investigation, site conditions regarding both environmental and safety
cannot be easily distinguished from satellite images .Another advantage of spatial videos is new
houses can be recognized and separated visually even if they are attached or derived from one
house. This article shows that the working conditions for the workers do not comply with the
standards especially their health and safety procedures.

Also the municipality services are at the lowest level because of all the debris left in the street , lack
of regulation and law enforcement that protect the health of neighborhood residents.

Keywords: GIS, google maps, spatial videos and urban environment.
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1. INTRODUCTION

It is estimated that the population growth associated with urban areas in less developed countries
will grow from 2.7 Billion in 2011 to 5.1 Billion capita in 2050 UN, 2012. The increase in urban
population will result in more construction for domiciles and industry, the need for more (and
better) roads, and general service provision ,Wong and Jusuf, 2011 and Farooq and Ahmed ,
2008. This type of development can have a devastating effect on the urban ecosystem, including
increases in solid waste generation, air pollution from a variety of human sources, a higher
runoff rate and a general depletion of resources ,Yangfan, et al., 2010.

In China, ,Yanjun , and Ying, 2011. found dramatic increases in environmental pollution and
an over consumption of resources because of an extremely fast growing urban economy with
little planning oversight or general policy guidance. Unfortunately for many environments
where these factors combine; dramatic urban development with little planning control resulting
in multiple environmental problems, also suffer from a lack of data that can be used to monitor
the situation.

A challenge in many of these environments is the lack of data needed to create baselines and
assess change. From a spatial perspective, census information is often missing, and often the
only source of data is remotly sensed( high resolution aerial photorgaph and satelite data).
Although these can provide broader impressions of the change in urban areas, such as where
development as a whole is occuring, fine scale data, and espcially dynamic fine scale data are
extremely difficult to collect. For example, ,Erener, et al.,2012. estimated that there was a
135.72% increase in the built-up area in Gocek Bay in the south western coast of Turkey with an
associated 29.38% vegetation loss ,Haregeweyn,et al., 2012. Using a similar approach found
that the horizontal expansion in Bahir dar (North west of Addis Ababa, Ethiopia ) increased
from 279 ha in 1957 to 4830 ha in 2009, at an average growth rate of about 31% (88 ha year—1).
A further challenge for many of these urban environments is the issue of security, which as a
result lead to the adoption of new methodologies to collect spatial data ,Cohen, and Arieli,
2011. One such environment, and the focus of this paper, is Baghdad, Irag. This is not to say that
there is no ground-level geographic information system (GIS) use in the Baghdad area or Irag in
general, for example one study considered the pattern of violence and ethnic segregation in the
city ,Weidmann and Salehyan, 2013. Increasing urbanization in Basra province (southern part
of Irag) was estimated to be approximately 15% from 1990 to 2003 , Hadeel,et al., 2009. again
using remotely sensed imagery.

This paper will consider the dynamic environment of Baghdad, where the urban landscape is
contionually changing, where offical (spatial) data is sparse, and where on-the-ground security
issues hamper field data collection. More specicially it will focus on one neighborhood in
Baghdad to show how expansion and new construction can be captured using a ubiquitous tool
for fine scale data collection, a spatial video. Through this method this paper will explore the

116



Number 5 Volume 21 May 2015 Journal of Engineering

environmental impacts and work safety issues in the new construction in a typical dynamically
changing neighborhood of the city.

2. STUDY AREA

Baghdad has an estimated population of more than 11 million people ,Salah, and Saleh, 2007.
In the South Western part of Baghdad is the Hitten district, Fig.1 . The focus of this paper, is
section 622 of the Hitten district Fig.2 , an administrative division smaller than a district. section
622 was built in the late 1960s and initially contained 682 houses. The area is fully serviced
including residential connections to piped water, sewer systems, electricty and phone lines. This
section (neighborhood) was considered during the period 1970s until the late 1990s to be welathy
and full of large houses (an average size of approximately 600 Sq.Meter ). The section also had
from the full range of education access, from kindergarten to highschools, and generally good
infrastructure including roads and commercial areas. However a high demand for urban growth
has led to the construction of many new houses in the section, despite the fact that there are few
remaining open spaces. Although local “knowledgeis that existing buildings and parcels are
being turned into multiple living units, the situation is hard to monitor because of lack of spatial
data and assocated cadstral maps, Therefore, there is little offical record of any assessed
properties and building footprints, nor is new construction or modifications to existing structures
centralized and available for mapping.

This paper presents a proof of concept analysis for this section, showing how spatial video can
be used to capture fine scale urban processes, including visual evidence of neighborhood change.

3. METHODOLOGY
Although there are many advantages in using remotely sensed imagery to “map” data-poor urban
environments, such studies tend to be cross-sectional and limited to coarse scale mapping. Fine
scale mapping challenges from such data sources include building separation where multiple
units are adjoined, especially if there is no separation by gardens or corridors, or if the houses
share the same roof. Indeed these remotely sensed sources do not capture the dynamic context of
the built environment; the look from the curbside, the general condition of the structure, and
general human activity such as building activity, building changes, potential safety and
environmental problems. To overcome these problems spatial camera and field interviews with
owners took place to identify the dynamism of urban morphology, property specific histories,
and environmental impact.

Spatial video is a near-scale data collection approach that has been used in multiple situations in
the United States, including capturing built environment change after a disaster ,Curtis, et al.,
2013. ,Mills, and Curtis ,2008. Curtis, and Fagan, 2013. The general process of using a spatial
video for fine-scale mapping is that fieldwork collects video which is encoded with a coordinate
stream. Upon playback, the video image can be identified on a map, and attributes from the
video digitized into a spatial package, with a GIS or Google Earth. Although different systems
have been used in previous research projects, for this study a Contour + HD video camera was
used to record the visual conditions of the construction sites. There are several advantages in
choosing this camera including affordability, the wide angle high definition lens which is
excellent for capturing street-level built environment data (See Fig.3 for an example), and the
built-in GPS receiver. In addition, as this camera was designed for extreme sports, it is sport
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which makes it more inconspicuous, rugged and simple to use. The camera is powered by an
internal battery boosted by a charger for use in a car’s cigarette lighter. Data is stored onto an
internal micro SD card (32GB). Both battery life and disk storage allow for up to 5 to 6 hours of
data collection.

For this proof of concept study one Contour + camera was attached to the driver’s window. In
other locations multiple cameras would collect different angles around the car, but as only one
camera was used here each road had to be driven twice. Pre-data collection experimentation were
important to determine the right angle for the camera, optimum car velocity and the GPS
accuracy data collection included approximately 15 hours of recording and interviews over three
days. The only streets omitted in the analysis were those that were closed to traffic.

Once captured the video data were downloaded into the associated free-software (Storyteller)
which is a user friendly system that allows for both the video and data collection path to be
viewed simultaneously. Storyteller can be downloaded by anyone even without a camera
purchase which facilitates the easy dissemination of video data. The software has basic
functionality including the ability to zoom in and out of the data collection path (displayed on
Google Maps), some speed controls, and a GPS extraction function.

Fig.3 Shows the Interface window of the camera software. The red box represents the normal
viewer for the video including a time counter with play/pause button. The Blue box shows the
GPS part for this Camera. The video collection path is displayed as a yellow line with the exact
location of the image displayed represented as a yellow circle, with associated speed, elevation
and length of path to that point. The image can be progressed by clicking onto the map path, or
by sliding the bottom progress bar.
After data collection, the part of the Google Earth™ started.
Although digitizing can occur directly into ArcGIS 10.1, there are benefits for using Google
Earth as an intermediate platform. Firstly, it is free meaning that digitizing can occur irrespective
of any GIS license, or GIS skillset. Secondly, the imagery used in Contour Storyteller is the same
as Google Earth making digitizing easier. Thirdly, the digitizing framework in Google Earth
allows for points, lines and polygons to be digitized, with additional notes added, in an
uncoffining format. Digitizing in ArcGIS 10.1 has more restrictions in terms of data structure,
and database attribute structure.
A two screen system was utilized whereby the spatial video played on one, and attribute
information was digitized into the other. Example data extractions included the locations of
debris and changed houses each represented as a separate point, with additional written context
added into the dialogue box. After completion, both the spatial video collection path and the
digitized points were exported to the ArcGIS as KMZ file.
Google Earth also provided the source for a historical comparison of structures. In
addition to the quantity and size of the houses in 2013 was extracted from the spatial
video, the historic imagery function in Google Earth™ was used to add two further
time periods; 2002 and 2010. After the digitized data were imported into ArcGIS
10.1 data were separated into two categories; debris, new houses construction sites.
New columns have been added to the attribute table like the time window of
construction for the new houses, this time window was found through the comparison
of the 2002 and 2010 images and the 2013 spatial videos.
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4. RESULTS AND DISCUSSION

1- Urban Expansion:

The debris location and the current new houses construction sites in 2013 were

displayed in Fig .4 .
By comparing the historical imagery in Google Earth between 2002 and 2010, thirty four new
buildings were constructed, eight on empty land and the others either in the grounds of an
existing house, or as multiple rebuilds on the site of a demolished house. By comparing the
imagery in 2010 with the spatial video in 2013, eighty new houses had been constructed, 13 of
them are built in empty lands. In total there were 114 new units built between 2013 and 2002.In
order to visualize the urban expansion, numbers were assigned to each parcel condition: if only
one house were built the digit 1 will be assigned, if there was two houses built the digit 2 will be
assigned and so on.
Then subtracting the number of houses we have in 2010 and 2013 from the baseline in 2002.
Fig.5 Shows the Urban expansion in 2010. The map shows that few houses was expanded to 3
houses ( 7 only) and 2 lands become 4 houses, others are increased by 1 house only .
While in 2013, Fig.6 shows that one parcel increased to six houses, two parcels increased from
one house to five houses, seven parcels increased from one house to four houses. Six land parcels
built to be 14 houses in total.

The period from 2002 till 2010 showed a limited expansion in this area due to the war in 2003,
and the security situation in the years from 2007 till 2009. During this period most of the new
houses were for the same family expanding their living arrangements within the bounds of their
existing property. More rapid expansion occurred between 2010 to 2013 because of the better
security situation, and the fact that the neighborhood was fully serviced while many other areas
of Baghdad had little or no service provision. A further reason for the expansion was that the
government had started to give loans for building new houses; also some real estate companies
bought old houses and divided them into sections on demand.

As a result of the urban expansion, new governmental buildings were also constructed in the
neighborhood; Police station, clinic, new School and municipality building.

2- Environment and safety

A- In some cases, the new houses areas were less than 50 Sq. Meter, that will cause
very poor ventilation which will lead to serious respiratory diseases and allergies
especially for children ,Zuraimi,et al., 2007. also poor Indoor air quality could
lead to 6-9% less performance and productivity ,Wyon, 2004.

B- Lack of safety; the safety in the construction sites are in the lowest level ,Fig.7
and Fig.8 shows that the site has no warning signs of any type, non-secured
scaffold and large heavy materials ( large white marble boards) .

Fig.9 and Fig.10 shows that the workers are not wearing PPE (Personal Protection
equipment).
In Australia, 138 works related death occurred, 120 workers and 18 bystanders two of
them were children ,Australia, 2012. In the United States 4,609 work related deaths
,BLS, 2012.
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Environmental problems with the construction site is the debris of old houses, the debris may
contain asbestos, sharp metals and leaded paint. Fig.11 shows the regular debris of the
demolished houses left on the curb side without any covering or securing for long time. Asbestos
can cause several severe diseases such as lung cancer, malignant mesothelioma and pleural
effusion ,Jamrozik, 2011. ,Farfels, et al., 2003. Stated that lead paint from old demolished
houses increase the concentration of lead by 81 fold. Lead poisoning can cause serious neural
disability. Also having all these debris and new construction materials can contribute to higher
suspended material concentration in the ambient air.

5. CONCLUSION
There are several factors affecting the urban expansion, the security situation, the services in the
area, location and the prices of land. Although the use of satellite images is critical in
investigating and evaluating the general situation and total effects of the expansion on a large
piece of area; the Spatial videos do a very detailed fine scale investigation, site conditions
regarding both environmental and safety which cannot be easily distinguished from satellite
images .

Another advantage of spatial videos is, new houses can be recognized and separated visually
even if they are attached or they derived from one house.

This article shows that the working conditions for the workers do not comply with the standards
especially their health and safety procedures.

Also the municipality services are at the lower levels because of all the debris left in the street
and lack of regulation and law enforcement to protect the health of neighborhood residents.

Bibliography

» Australia, S. W.,2012, Notified Fatalities Statistical Report 2010-11,Safe Work
Australia.

» BLS. ,2012, National Census Of Fatal Occupational Injuries In 2011, US.Department of
Labor.

» Curtis,A., Blackburn, J. K., Widmer,J.M., and Morris Jr, J.G.,2013, A Ubiquitous
Method For Street Scale Spatial Data Collection And Analysis In Challenging Urban
Environments: Mapping Health Risks Using Spatial Video In Haiti, International Journal
of Health Geographics, Vol.12, No. 21 PP. 1- 14.

120



Number 5 Volume 21 May 2015 Journal of Engineering

» Curtis, A., and Fagan, W.F.,2013, Capturing Damage Assessment With Spatial Video:An
Example Of A Building And Street Scale Analysis Of Tornado- Related Mortality In
Joplin,Missouri,2011, Annals of the Association of American Geographers .

» Cohen, N., and Arieli, T.,2011, Field Research In Conflict Environments:
Methodological Challenges And Snowball Sampling, Journal of Peace Research, Vol.
48,N0.4,PP.423-435.

» Dr. Salah A. H. and Saleh, D. S.-B.,2007,Evaluation And Forecasting Of Baghdad City
Public Services By Gis Techniques. Retrieved from
http://lwww.saudigis.org/FCKFiles/File/69_E_SalahSaleh_IRAQ.pdf

> Erener,A., Dizglnb,S., and Yalcinerc,A. ,2012 , Evaluating Land Use/Cover Change
With Temporal Satellite Data And Information Systems, Procedia Technology, Vol.
1,PP.385 — 389.

> Farfel, M.R., Orlova A.O., Lees, P.S., Rohde, C., Ashley, P.J., Chisolm, J.J Jr.,2003, A
Study of Urban Housing Demolitions as Sources of Lead in Ambient Dust:Demolition
Practices and Exterior Dust Fal. Environmental Health Perspectives, Vol. 111, No.
9,PP.1228-1234.

» Farooq, S., and Ahmed, S.,2008,Urban Sprawl Development Around Aligarh City:A
Study Aided By Satellite Remote Sensing And GIS,Indian Society of Remote
Sensing,Vol.36, No. 1, PP.77-88.

» Hadeel A.S., Mushtak T. J., and Xiaoling C. ,2009, Application of Remote Sensing and
GIS to the Study of Land Use/Cover Change and Urbanization Expansion in Basrah
Province, Southern Iragq, Geo-spatial Information Science , VVol. 12 No. 2,pp.135-141.

» Haregeweyn,N., Fikadu,G., Tsunekawa,A., Tsubo,M., and Meshesha,D.,2012, The
Dynamics Of Urban Expansion And Its Impacts On Land Use/Land Cover Change And
Small-Scale Farmers Living Near The Urban Fringe: A Case Study of Bahir Dar,
Ethiopia, Landscape and Urban Planning, Vol. 106, No. 2,PP.149- 157.

> Jamrozik, E. d. ,2011, Asbestos-related disease. Internal Medicine Journal,Vol. 41 No. 5,
PP.372-380.

» Leick, G.,2002,Mesopotamia: The Invention of the City. USA: Penguin.

» Mills, JW., Curtis, A.,2008, The Spatial Video Acquisition System as an Approach to
Capturing Damage and Recovery Data After a Disaster: A Case Study from the Super
Tuesday Tornadoes. University of Colorado Natural Hazards Center.

» UN. ,2012, World Urbanization Prospects The 2011 Revision. New York: United Nation.

121



Number 5 Volume 21 May 2015 Journal of Engineering

Weidmann, N. B., & Salehyan, 1. ,2013, Violence and Ethnic Segregation: A
Computational Model Applied to Baghdad. International Studies Quarterly , Vol. 57,
No.1,PP.52-64.

Wong, N.H., and Jusuf, S.K.,2011, Integrated Urban Microclimate Assessment Method
as A Sustainable Urban Development and Urban Design Tool. Landscape and Urban
Planning,Vol. 100 ,No.4 pp.386—-389.

Wyon, D. P. ,2004,The Effects Of Indoor Air Quality on Performance And Productivity.
Indoor Air, Vol. 14,PP.92-101.

Yangfan, L., Xiaodong, Z., Xiang, S., & Feng, W. ,2010, Landscape Effects Of
Environmental Impact On Bay-Area Wetlands Under Rapid Urban Expansion And
Development Policy: A Case Study Of Lianyungang, China. Landscape and Urban
Planning, pp.218-227.

Yanjun, L., & Ying, W. ,2011, Study on Resource-environment Response to the Rapid
Urban Expansion in China. Energy Procedia,Vol. 5, PP.2549-2553.

Zuraimi, M. S., Tham,K.W., Chew,F. T. and Ooi, P. L. ,2007, The Effect Of Ventilation
Strategies Of Child Care Centers On Indoor Air Quality And Respiratory Health Of
Children In Singapore. Indoor Air, Vol. 17,No. 4 ,PP.317-327.

Table 1. Summarizes the urban expansion details.

Details Urban Expansion differences between
2010 and 2002 2013 and 2013
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Houses demolished 5 2
Houses expanded to 6 nil 1
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Houses expanded to 5 nil 2
houses

Houses expanded to 4 2 7
houses

Houses expanded to 3 7 2
houses
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Figure 2. Land use of the study area.

124



Number 5 Volume 21 May 2015 Journal of Engineering

Figure 3. The interface window of the spatial video camera.
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Figure 7. Non secure site with large heavy marble boards and unattended scaffold.

Figure 8. Non secured site, no warranty signs and potential falling objects.
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Figure 9. Workers without hard hats, gloves or any other personal protection equipment.

Figure 10. Workers without hard hats, boots, gloves, and respirator.
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Figure 11. Debris from demoliéhed houses'; contain Brick, sharp metal and other building
materials.
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Numerical Analysis of Fluid Flow and Heat Transfer by Forced Convection
in Channel with one-sided Semicircular Sections and Filled with Porous
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Collage of Engineering - Mosul University Collage of Engineering - Mosul University
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ABSTRACT

This research presents a numerical study to simulate the heat transfer by forced convection
as a result of fluid flow inside channel’s with one-sided semicircular sections and fully filled
with porous media. The study assumes that the fluid were Laminar , Steady , Incompressible
and inlet Temperature was less than Isotherm temperature of a Semicircular sections .Finite
difference techniques were used to present the governing equations (Momentum, Energy and
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Continuity). Elliptical Grid is Generated using Poisson’s equations . The Algebraic equations
were solved numerically by using (LSOR) .This research studied the effect of changing the
channel shapes on fluid flow and heat transfer in two cases ,the first: changing the radius (r =
0.25H , 0.5H ,and 0.75H) . and changing the distance between these radiuses (P = 3r, 5r,
7r,and 9r) . also the effect of changing the Reynolds number in (Re=50, 100, 150,and 200) is
study .The results showing that the increase in the Radius , the distance between the sections
and Reynolds number lead to increase the rate of heat transfer . and the presence of porous
media prevents the phenomena of separation and vortex formation in flow.

Keywords : Porous Media, Forced Convection, Non Darcian Flow .
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